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Introduction The actions of intelligent agents, such as
chatbots, recommender systems, and virtual assistants are
typically not fully transparent to the user (Beldad et al.,
2016; Chung et al., 2017). Consequently, users take the
risk that such agents act in ways opposed to the users’ pref-
erences or goals (Luhmann, 1979). It is often argued that
people use trust as a cognitive shortcut to reduce the com-
plexity of such interactions. In our recent work (Han et al.,
2021), we study this by using the methods of evolutionary
game theory (EGT) to examine the viability of trust-based
strategies in the context of an iterated prisoner’s dilemma
(IPD) game (Axelrod, 1984a; Sigmund, 2010). We show
that these strategies can reduce the opportunity cost of veri-
fying whether the action of their co-player was actually co-
operative, and out-compete strategies that are always con-
ditional, such as Tit-for-Tat. We argue that the opportunity
cost of checking the action of the co-player is likely to be
greater when the interaction is between people and intelli-
gent artificial agents, because of the reduced transparency of
the agent.

Trust-based strategies In our work, trust-based strategies
are reciprocal strategies that cooperate as long as the other
player is observed to be cooperating. Unlike classic recip-
rocal strategies, once mutual cooperation has been observed
for a threshold number of rounds they stop checking their
co-player’s behaviour every round, and instead only check it
with some probability. By doing so, they reduce the oppor-
tunity cost of verifying whether the action of their co-player
was actually cooperative. We demonstrate that these trust-
based strategies can out-compete strategies that are always
conditional, such as Tit-for-Tat, when the opportunity cost is
non-negligible.

We argue that this cost is likely to be greater when the in-
teraction is between people and intelligent agents, since the
interaction becomes less transparent to the user (e.g. when
it is done over the internet (Grabner-Kraeuter, 2002)), and
artificial agents have limited capacity to explain their ac-
tions compared to humans (Pu and Chen, 2007). Conse-
quently, we expect people to use trust-based strategies more

frequently in interactions with intelligent agents. Our results
provide new, important insights into the design of mecha-
nisms for facilitating interactions between humans and in-
telligent agents, where trust is an essential factor. Note that
previous EGT models studying conditional strategies in re-
peated games usually ignore this cost or assume it to be very
small (Han et al., 2011; Martinez-Vaquero et al., 2015; Hilbe
et al., 2017; Qu et al., 2019; Kurokawa, 2017).

Model We consider a finite population of constant sizeN .
At each time step, or generation, a random pair of players are
chosen to play with each other. Interactions are modelled as
a repeated symmetric two-player Prisoner’s Dilemma game,
defined by the following payoff matrix (for row player)

(C D

C 1 −1
D 2 0

)
.

Players can choose either to cooperate (C) or defect (D) in
each round. After each round, there is a probability w that
yet another round of the game will take place. In such re-
peated interactions, the strategy called tit-for-tat (TFT) has
been shown to be particularly successful (Axelrod, 1984b;
Axelrod and Hamilton, 1981). TFT starts by cooperating,
and does whatever the opponent did in the previous round.
As a conditional strategy, TFT incurs an additional opportu-
nity cost, denoted by ε, compared to the unconditional strate-
gies, namely, ALLC (always cooperate) and ALLD (always
defect). This cost involves a cognitive cost (to memorise
previous interaction outcomes with co-players and make a
decision based on them). But crucially, it also involves a
cost of revealing the actual actions of co-players – did the
co-player act cooperatively or not?

We consider a new trust-based strategy, called TUC, that
is capable of switching off the costly deliberation process
and the checking of co-players’ actions when it trusts its
co-players enough. This strategy starts an IPD interaction
as a TFT player. When its ongoing trust level towards the
co-player—defined here as the difference between the num-
ber of cooperative and defect moves from the co-player so
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Figure 1: Diagram representing repeated interactions be-
tween a trust-based cooperator TUC and a trust-based de-
fector TUD. In this case, θ = 3.

far in the IPD—reaches a certain threshold, denoted by θ,
the strategy will play cooperate unconditionally. We assume
that TUC will check, with a probability p, the co-player’s
actions after switching off. If the co-player is found out to
defect, TUC will revert to its initial strategy TFT and will not
trust again its co-player. As a (defect) counterpart of TUC,
we consider a strategy called TUD that whenever the ongo-
ing trust level reaches the threshold θ, switches to playing
defect unconditionally. These two strategies are illustrated
interacting with each other in Figure 1.

We investigate the evolutionary success of trust-based
strategies (TUC and TUD) in the presence of three other
strategies: AllC, AllD and TFT. We use methods previously
developed to analyse evolutionary game dynamics with fi-
nite populations and assuming small mutation rates (Imhof
et al., 2005), to calculate the average time the population
spends in using each of the possible strategies. For full de-
scription of the method, see (Traulsen et al., 2006; Sigmund,
2010).

Results Can we expect individuals to use trust? The top
panel of Figure 2 shows that TUC is the most common strat-
egy for a low to intermediate opportunity cost ε (between
0 and 0.3). When the opportunity cost ε is zero, both TUC
and TFT are successful strategies and the population is com-
posed of either one of them for most of the time. The suc-
cess of TUC and TFT is explained by the capacity of these
strategies to maintain high levels of cooperation within their
homogeneous populations, while avoiding exploitation by
AllD. Yet, the success of TFT is limited by the opportunity
cost paid to check its partner’s actions. This is shown in the
results by the population being mostly AllD when the op-
portunity cost ε is high. Compared to TFT, TUC can limit
this opportunity cost by reducing its attention to its partner’s
actions once trust is reached. This is why as the opportunity
cost increases, the frequency of TFT plummets while TUC
becomes more commonly observed.

Does the presence of trust increase the frequency of coop-
eration? To answer this question, we compare the frequency
of cooperation between populations where trust strategies
are allowed or not. The bottom panel of Figure 2 shows
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Figure 2: Top: Frequency of strategies as a function of the
opportunity cost, ε. Bottom: Frequency of cooperation in
absence or presence of trust-based strategies TUC and TUD,
as a function of the opportunity cost ε. Other parameters:
θ = 3, N = 100.

that the presence of trust-based strategies increases the fre-
quency of cooperation. Importantly, this increase happens
even when the opportunity cost ε is high, and not only when
TUC is the most frequent, i.e. for low ε. This is because a
high frequency of cooperation is already reached for a low
opportunity cost due to TFT. The presence of TUC has a
more important effect on cooperation when the opportunity
cost increases, since in that case the performance of TFT
significantly reduces.

Conclusions Trust is a commonly observed mechanism in
human interactions, and discussions on the role of trust are
being extended to social interactions between humans and
intelligent machines (Andras et al., 2018). It is therefore im-
portant to understand how people behave when interacting
with those machines; particularly, whether and when they
might exhibit trust behaviour towards them? Answering
this is crucial for designing mechanisms to facilitate human-
intelligent machine interactions, e.g. in engineering pro-
sociality in a hybrid society of humans and machines (Paiva
et al., 2018). To this extent, we have summarised our recent
analysis showing that trust-based cooperation is a particu-
larly common strategy, especially in interactions with mod-
erate opportunity cost, and promotes cooperation for a large
range of opportunity costs (Han et al., 2021).
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