Wireless Face Interface: Using voluntary gaze direction and facial muscle activations for human–computer interaction
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ABSTRACT

The present aim was to investigate the functionality of a new wireless prototype called Face Interface. The prototype combines the use of voluntary gaze direction and facial muscle activations, for pointing and selecting objects on a computer screen, respectively. The subjective and objective functionality of the prototype was evaluated with a series of pointing tasks using either frowning (i.e., frowning technique) or raising the eyebrows (i.e., raising technique) as the selection technique. Pointing task times and accuracies were measured using three target diameters (i.e., 25, 30, 40 mm), seven pointing distances (i.e., 60, 120, 180, 240, 260, 450, and 520 mm), and eight pointing angles (0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315°). The results showed that the raising technique was faster selection technique than the frowning technique for the objects that were presented in the pointing distances from 60 mm to 260 mm. For those pointing distances the overall pointing task times were 2.4 s for the frowning technique, and 1.6 s for the raising technique. Fitts’ law computations showed that the correlations for the Fitts’ law model were r = 0.77 for the frowning technique and r = 0.51 for the raising technique. Further, the index of performance (IP) value was 1.9 bits/s for the frowning technique and 5.4 bits/s for raising the eyebrows technique. Based on the results, the prototype functioned well and was adjustable so that two different facial activations can be used in combination with gaze direction for pointing and selecting objects on a computer screen.

© 2011 British Informatics Society Limited. Published by Elsevier B.V. All rights reserved.

1. Introduction

Several different techniques that utilize signals from the human head area have been developed and tested for human–computer interaction (HCI) (Barreto et al., 2000; Chin et al., 2008; Jacob, 1991; Majaranta and Räihä, 2002, 2007; Millán et al., 2010; Surakka et al., 2004, 2005). These methods include brain–computer interfaces (BCIs) which measure the electrical activity from the human brain (Millán et al., 2010; Wolpaw et al., 2002). Other methods include gaze based methods (Majaranta and Räihä, 2002, 2007; Sibert and Jacob, 2000), electro-oculography (EOG) based methods (Bulling et al., 2009), and facial electromyography (EMG) based methods (Barreto et al., 2000). In techniques that utilize the gaze direction as the computer controlling method, eye trackers are used to measure the user’s point of gaze on a computer screen. Videobased eye trackers are normally used to image the user’s eye and then software algorithms are used to transform the imaged eye movements to cursor movements on a computer screen. Methods that utilize facial EMG measure the level of the electrical activity of the facial muscles. A relatively recent approach is to combine the use of two modalities measured from the human face area. Surakka et al. (2004) developed a method in which voluntarily controlled eye movements and voluntarily generated changes in the level of electrical activity of the facial muscles were used for pointing and selecting graphical objects, respectively.

The performance of the above multimodal technique was evaluated using simple pointing and selection tasks with three target circle diameters (i.e., 25, 30, 40 mm) and three pointing distances (i.e., 60, 120, 180 mm) to evaluate the potential of the new interaction technique (Surakka et al., 2004, 2005). Their results showed that the technique worked well in comparison to the computer mouse. The pointing task time analysis revealed that the use of mouse was significantly faster than the new technique only at the shortest pointing distances (i.e., 60 mm). At medium and long pointing distances (i.e., 120, and 180 mm) there were no significant differences between the techniques. The overall mean pointing task time was...
study with gaze pointing, Surakka et al. (2005) compared the use of frowning and smiling (i.e., measured from above zygomaticus major muscle that is activated when smiling) as the selection technique and again, the gaze direction was used as the pointing method. The results showed that mean pointing task time was 0.8 s for the frowning technique and 0.5 s for the smiling technique.

These earlier studies (Surakka et al., 2004, 2005) used two separate technologies, remote eye tracker and EMG amplifier to implement the new pointing and selection method. In the present study we have developed a new device called wireless Face Interface (Face Interface project, 2011). The Face Interface device consists of an eyelash-like frame that houses technologies for measuring both gaze and facial movement. Thus, the device is combination of a wearable video-based eye tracker and a capacitive sensor to detect the facial movement resulting either from the activation of the corrugator supercili (i.e., activated when frowning) or the frontalis (i.e., activated when raising the eyebrows) facial muscles. The device includes also a scene camera that is used in compensating the user’s head movements while the user interacts with a computer. The capacitive sensor provides an alternative to EMG measurement and it detects the distance to the facial skin. The distance changes by the activation of the facial muscles. For example, when a person frowns, the facial skin wrinkles and thus, the distance of the facial skin to the sensor is different from when the face is relaxed. One obvious advantage of this technique is that it is contact free and does not require any preparation of the skin (Kantanen et al., 2010).

We will start by briefly reviewing the related work. Then we will present the Face Interface device in detail. Finally, we will present the details of the current experiment.

2. Related work

Some studies have used setups which resemble the multichannel technique discussed above (Surakka et al., 2004, 2005), San Agustin et al. (2009) used two pointing devices, a remote eye tracker and mouse. As a selection method, they used a mouse button and facial EMG activity that was measured with commercial Cyberlink™ system (e.g., Nelson et al., 1997). They tested all the four possible combinations of the pointing and selection techniques. Three pointing distances (i.e., 200, 250, and 300 pixels) and three target diameters (i.e., 100, 125, and 150 pixels) were used. The results revealed an overall mean pointing task time of approximately 0.4 s. Gaze combined with facial EMG was the fastest one of the tested pointing and selection combinations.

Chin et al. (2008) combined the use of gaze direction and facial EMG in a slightly different manner than Surakka et al. (2004). They used facial EMG to correct the inaccuracy of the eye tracker in the following way. First, user gazed on the computer screen at the object to be selected. Second, if the cursor was not inside the object after the first step, user moved the cursor using facial movements while still gazing at the target. Left and right jaw clench resulted in the cursor to move left and right, respectively. Eyebrows up and eyebrows down movements resulted in the cursor to move up and down on a computer screen. Finally, user selected the target by clenching the whole jaw. The method was tested against gaze only method and regular computer mouse using pointing and selection tasks with three target diameters (i.e., 48, 66, and 96 pixels) and three pointing distances (i.e., 286, 578, and 778 pixels). The results revealed that the gaze direction combined with facial EMG was the slowest method. The overall mean pointing task time for it was 4.7 s. On the other hand, the error rate was lower when facial EMG was combined with gaze compared with the gaze only method. Thus, these results seem to suggest a trade-off between the accuracy and speed of their technique.

In earlier studies frowning action has been most frequently used as the selection technique (San Agustin et al., 2009; Surakka et al., 2004, 2005). Grauman et al. (2003) have been the only ones to use raising the eyebrows as the selection technique. Their EyebrowClicker system is based on computer vision which means that one camera captures video of the user from which the actions of the eyebrows are detected. The EyebrowClicker was tested using a simple game setup where the raising action made a frog to catch a fly with its tongue. Participants were instructed to raise their eyebrows when a circle appeared on the screen in order to “catch a fly”. The results showed that participants were able to catch most of the flies. The success rate of 89% of detected eyebrow raises was reported. In other studies, raising the eyebrows action has been used also to move cursor upwards in the computer screen (Barreto et al., 2000; Chin et al., 2008).

Our own observations have indicated that some people are better (i.e., more accurate and quicker to learn) at performing the frowning action while other people are better at performing the raising the eyebrows action. Thus, it would be ideal if a person could freely choose which action they would use as the selection technique. The ability to choose the preferred selection technique means better adaptivity or adjustability of the user interface (Piwetz et al., 1995). This type of an approach is beneficial because it might be that, for example, not all people can frown, or they might find the raising the eyebrows action more pleasant to perform than the frowning action.

2.1. Fitts’ law

The Fitts’ law is often used to compare different pointing methods with each other (Card et al., 1978; Fitts, 1954). Fitts’ law is a mathematical model which can be simplified to state that it is easier to point at targets that are big and near than targets that are small and far. According to the Fitts’ law, the difficulty of a pointing task is called the index of difficulty (ID) which is calculated from the equation: $ID = \log_2(A/W + 1)$, where $A$ is the moved distance and $W$ is the width of the target area. The ID is a linear relationship to pointing time and thus, can be described by linear regression equation of the movement time ($MT$). $MT = a + b \cdot ID$, where $a$ and $b$ are regression coefficients. The value of $b$ can be used to compare different pointing devices. With low value of $b$, the ID of the task has less effect on the resulting movement times when using the technique in question. However, normally an index of performance (IP) value is calculated for the performance by dividing 1 with $b$, so that, $IP = 1/b$. The IP value is given in bits/s. The comparison of the IP values should reveal how well one input device is functioning as compared to the other input device, at least in theory. However, if one cannot be absolutely certain that the pointing and selection tasks have been conducted in similar manner and the IP values have been calculated with the same equation, then comparing IP values is not recommended (MacKenzie, 1992). Surakka et al. (2004) reported an IP value of 12.7 bits/s with a high correlation to a Fitts’ law model (i.e., $r = 0.99$). San Agustin et al. (2009) reported an IP value of 3.03 bits/s but the correlation to a Fitts’ law model was not reported. Chin et al. (2008) did not calculate the Fitts’ law values.

The analysis of the Fitts’ law is based on the simple pointing and selection tasks (Douglas and Mithal, 1994; Surakka et al., 2004; Ware and Mikaelian, 1987). In those tasks, the pointing distances and the target sizes are varied to get as many ID values as possible. The variations in the pointing distances in different studies have been moderate, and thus, the increase in the ID values has also been moderate. This is partly due to the sizes of the computer displays, which have not allowed the use of longer distances in the pointing tasks. As the sizes of the computer displays have grown during the recent years, they offer now the possibility of adding more variability to the pointing distances.
2.2. Subjective ratings

In addition to Fitts’ law, it is equally important to collect the subjective ratings of the used technique to see how the participants experience the used technique. The results of the ratings of the first study showed that the new technique was rated as significantly faster to use than the mouse (Surakka et al., 2004). Further, the new technique was rated also as significantly more difficult and less accurate to use as compared to mouse. In the second study, no statistically significant differences were found between the use of gazing and frowning and the use of gazing and smiling (Surakka et al., 2005). San Agustin et al. (2009) reported that the gaze pointing was rated as faster but less accurate than mouse pointing. Further, they reported that the gaze combined with facial EMG technique was rated as natural to use.

Surakka et al. (2004, 2005) collected the subjective ratings using six nine-point bipolar scales that varied from −4 to +4, and 0 represented the neutral evaluation. The scales were: general evaluation, difficulty, speed, accuracy, enjoyableness, and efficiency. The use of these types of scales has relatively long and well-studied background (Bradley and Lang, 1994; Osgood, 1952). Thus, the scales were adapted to the current study as well. However, four more bipolar rating scales were added (i.e., usefulness, naturalness, entertainment, and interestingness) to gain even deeper understanding of how the new wireless prototype was perceived.

3. Wireless Face Interface

Face Interface is a wireless wearable prototype device that combines the use of a wearable video-based eye tracker for pointing and a capacitive sensor to detect the facial movement resulting either from the activation of the corrugator supercilii (i.e., activated when frowning) or the frontalis (i.e., activated when raising the eyebrows) facial muscles for selecting the objects. Fig. 1 shows the Face Interface device that was built on the frames of protective glasses. The device includes two cameras, one for imaging the eye and the other for imaging the computer screen, an infrared (IR) light emitting diode for illumination of the eye and to provide the corneal reflection, a sensor device for detecting facial movements using a capacitive method, and a shoulder bag which contained radio frequency (RF) devices for wireless operation. The cameras used were commercial low-cost complementary metal oxide semiconductor (CMOS) cameras. The eye camera was a greyscale camera that was modified to image IR wavelengths, and the resolution was 352 × 288 pixels. The scene camera was a color camera with a resolution of 597 × 537 pixels. The frame rate for both of the cameras was 25 frames per second. The eye camera was placed near the user’s left eye and the IR light source was placed next to it. The sensor that was used in the capacitance measurement was a programmable capacitance touch sensor (AD7142 by Analog Devices). The sampling frequency for the capacitive sensor was approximately 90 Hz. The capacitive sensor in the glasses was placed on the bridge of the nose and the scene camera was placed above it.

The shoulder bag contains a power supply unit for the prototype, two wireless analog video transmitters, a wireless (serial) transmitter for the capacitance measurement, and four AA batteries. A separate receiving station consists of two video receivers with power supply, a radio receiver for the capacitive sensor signal, and two frame grabbers for the video signals. The radios for both the capacitance measurement and wireless video transmission use the common free frequencies at 2.4 GHz.

For the eye tracking, the pupil detection and corneal reflection method was used (Duchowski, 2003). Pupil was detected using the dark pupil method which, in short, detects the darkest ellipse inside the iris as the pupil (Li et al., 2005). Calibration of the eye tracker was done in a similar manner as in the OpenEyes project (Li et al., 2005). The scene camera was used to compensate for head movements throughout the experiment. Computer vision library OpenCV version 2.0 (Bradski and Kaehler, 2008) was utilized to extract features from the image streams of both eye and scene cameras. For the head movement compensation the location of six physical markers was extracted from the scene in order to track head orientation in relation to the computer display (see Fig. 2 for the placement of the markers). Movement of the eyebrow (i.e., the selection technique) was detected by finding increasing or decreasing slopes from the signal of the capacitive sensor.

The aim was to investigate the performance of the new wireless Face Interface device using either of the two available facial activations (i.e., frowning or raising) for object selection. Pointing task times and accuracies were measured using three target diameters (i.e., 25, 30, 40 mm), seven target distances (i.e., 60, 120, 180, 240, 260, 450, and 520 mm), and eight pointing angles (0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315°) while performing pointing and selection tasks with the new prototype. The used computer screen was a 24” widescreen display. We wanted to analyze if there are any radical differences in performing the tasks when two different facial muscle activations were used. Subjective ratings were also collected using 10 different nine point bipolar scales.

4. Methods

4.1. Participants

Twenty (seven male, 13 female) voluntary participants took part in the experiment. Their mean age was 27.8 years (range 19–43 years). All participants had normal or corrected-to-normal (i.e., by contact lenses) vision by their own report. Half of them preferred the object selection by frowning and the other half by raising the eyebrows.

Fig. 1. Left: the wireless Face Interface prototype. Right: a person wearing the prototype.
4.2. Apparatus

The Face Interface device was used as the pointing and selection device. The display used in the experiment was a Samsung SyncMaster 24” widescreen display with a resolution of 1920 × 1200. The viewing distance was approximately 60 cm. A desktop computer with Windows XP operating system was used to run the experiment.

4.3. Experimental task

The experimental task of this study was an extension of the task used by Surakka et al. (2004, 2005). Originally the task was created by Douglas and Mithal (1994). The task proceeded as follows. First, a home square and a target circle appeared simultaneously on the screen. The task of the participant was first to point and select the home square then to do the same for the target circle. The object became highlighted when participant’s gaze was inside it and it disappeared after a successful click by frowning or raising the eyebrows. The target circle could not be selected before a successful click of the home square. After a successful click of the target circle there was a pause of 2000 ms and then the home square and target circle appeared again. The time between the two clicks was measured as the pointing task time. The width of the home square was kept constant and it was 30 mm. In order to make the longer pointing distances possible the place of the home square was varied so that it always appeared symmetrically on the opposite direction from the target circle (i.e., measured from the center of the screen). The target circle appeared in one of eight possible angles (four orthogonal and four diagonal directions; see Fig. 3 for the eight pointing angles) in relation to the home square. Three diameters of the target circle (i.e., 25, 30, and 40 mm) and seven pointing distances (i.e., 60, 120, 180, 240, 260, 450, and 520 mm) were used. For the distances 260, 450, and 520 mm the edges of the computer screen were used as the starting points. Thus, in total there were 120 tasks per participant.

4.4. Procedure

First, the laboratory and equipment were introduced to the participant. Then, the participant wore the prototype to see live video from the eye camera and from the scene camera. She or he was instructed to try different head orientations to see how large head movements were possible while still keeping the six markers in the scene camera image. Next, the participant was instructed to try and perform clicks by frowning or by raising the eyebrows. After several successful clicks were produced, the eye tracker was calibrated.

Before the actual experiment, there was a practice session of 20 trials which were not included in the actual experiment. The practice trial took approximately five minutes to complete. The participant was allowed to perform practice tasks either by using frowning or raising the eyebrows as the selection technique. The participant was told to perform the tasks as fast and as accurately as possible. The cursor for the current gaze location was shown as a cross. After practice, the participant chose the selection technique she or he preferred to use during the experiment. Then, there was a short relaxation period before the actual experiment. The eye tracker was calibrated and the actual experiment started. The eye tracker was re-calibrated when needed during the experiment (i.e., approximately once per participant).

At the end of the experiment, the participants rated the method with ten nine-point bipolar scales. The scales were: general evaluation (i.e., varying from bad to good), difficulty (i.e., from difficult to easy), speed (i.e., from slow to fast), accuracy (i.e., from inaccurate to accurate), enjoyableness (i.e., from unpleasant to pleasant), efficiency (i.e., from inefficient to efficient), usefulness (i.e., from unusable to usable), naturalness (i.e., from unnatural to natural), amusement (i.e., from boring to fun), and interestingness (i.e., from uninteresting to interesting). The scales varied from -4 (e.g., bad experience) to +4 (e.g., good experience), and 0 represented the neutral value (e.g., not bad nor good). Conducting the experiment took approximately 60 min in total.

4.5. Data analysis

Mixed-model analyses of variance (ANOVA) were first performed for seven pointing distances (i.e., 60, 120, 180, 240, 260, 450, and 520 mm) and three target circle diameters (i.e., 25, 30, and 40 mm) as within-subject factors and two selection techniques as between-subject factor. Then ANOVAs were performed for eight pointing angles (i.e., 0°, 45°, 90°, 135°, 180°, 225°, 270°, 315°, and 360°) and three target circle diameters as within-subject factors and two selection techniques as between-subject factor. Bonferroni corrected t-tests were used for post hoc pairwise comparisons. The definition of an error was that if the first click on the target circle was not successful, the trial was marked as an erroneous one and was excluded from the data analysis. This happened in 27.3% of all of the trials. Pairwise Mann–Whitney U-test was used to compare the ratings of both techniques.

5. Results

5.1. Pointing task time analyses

5.1.1. All pointing distances

Fig. 4 shows mean pointing task times and standard error of the means (SEMs) for each of the stimuli averaged over all directions.
Raising the 40 mm than the 25 mm targets, showed that the pointing task times were significantly faster for technique and diameter were not statistically significant. Between selection technique and distance, and between selection technique and distance and diameter, between selection technique and distance, and between selection technique and diameter were not statistically significant.

Post hoc pairwise comparisons for the distance were not statistically significant. Post hoc pairwise comparisons for the diameter showed that the pointing task times were significantly faster for the 40 mm than the 25 mm targets, MD = 999.2, p < 0.05. Other pairwise comparisons were not statistically significant.

Fig. 4 shows that in comparison to task times using distances of from 60 to 260 mm there is relatively sharp increase in the pointing task times using distances of 450 and 520 mm. Thus, the most functional area of the current study (e.g., using 24" widescreen display) settled to distances from 60 to 260 mm. In order to analyze the results over this most functional area of the display a mixed-model three-way ANOVA was computed using the area with five pointing distances (i.e., from 60 to 260 mm) and three target circle diameter (i.e., 25, 30, 40 mm) as the withinsubjects factor and the selection technique (i.e., frowning, raising) as the betweensubjects factor.

5.1.2. Pointing distances from 60 mm to 260 mm

The overall mean pointing task time (mean ± SEM) was 2823 ± 734 ms (i.e., 3149 ± 766 ms for the frowning technique, and 2497 ± 701 ms for the raising technique). A 7 × 3 × 2 (distance × diameter × selection technique) mixed-model ANOVA revealed a statistically significant main effect of the distance $F(6,90) = 6.8, p < 0.01$, and a statistically significant main effect of the diameter $F(2,30) = 5.4, p < 0.05$. The main effect of the selection technique and interactions between distance and diameter, between selection technique and distance, and between selection technique and diameter were not statistically significant.

Post hoc pairwise comparisons for the distance were not statistically significant. Post hoc pairwise comparisons for the diameter showed that the pointing task times were significantly faster for the 40 mm than for the 30 mm ($MD = 848.9, p < 0.05$). Other pairwise comparisons were not statistically significant.

Because of the significant interaction of the main effects of the selection technique and the diameter, one-way repeated measures ANOVAs for the diameter were performed for both interaction techniques separately. For the frowning technique, one-way ANOVA revealed a significant main effect of the diameter $F(2,14) = 17.9, p < 0.01$. Post hoc pairwise comparisons revealed that the pointing task times were significantly faster for the target circle diameter of 40 mm then for the target circle diameter 25 mm ($MD = 894.6, p < 0.01$). Also, pointing task times were significantly faster for the target circle diameter of 30 mm than for the target circle diameter of 25 mm ($MD = 610.4, p < 0.05$). Other post hoc pairwise comparisons were not statistically significant. For the raising technique one-way ANOVA revealed a significant main effect of the diameter $F(2,16) = 5.3, p < 0.05$. Post hoc pairwise comparisons were not statistically significant.

5.1.3. Pointing angle analysis

Fig. 5 shows mean pointing task times and SEMs for each of the stimuli averaged over all distances. An 8 × 3 × 2 (angle × diameter × selection technique) mixed-model ANOVA revealed a statistically significant main effect of the angle $F(7,105) = 4.5, p < 0.01$ and a statistically significant main effect of the diameter $F(2,30) = 7.5, p < 0.01$. The main effect of the selection technique and interactions were not statistically significant. Post hoc pairwise comparisons for the angle were not statistically significant. Post hoc pairwise comparisons for the diameter showed that the pointing task times were significantly faster for the 40 mm than the 25 mm targets, $MD = 770.0, p < 0.01$. Other pairwise comparisons were not statistically significant.

5.2. Error rate analyses

5.2.1. All pointing distances

Fig. 6 shows mean error rates and SEMs for each of the stimuli averaged over all directions. The overall mean error rate (mean ± SEM) was 27.3 ± 7.5% (i.e., 28.9 ± 7.9% for the frowning technique, and 25.7 ± 7.2% for the raising technique). A 7 × 3 × 2 (distance × diameter × selection technique) mixed-model ANOVA revealed a statistically significant main effect of the distance $F(6,90) = 5.8, p < 0.01$, and a statistically significant main effect of the diameter $F(2,30) = 5.4, p < 0.05$. The main effect of the selection technique and interactions were not statistically significant.
Post hoc pairwise comparisons for the distance showed that the participants made significantly more errors when the distance was 520 mm than when the distance was 60 mm (MD = 0.17, p < 0.05), 120 mm (MD = 0.21, p < 0.01), 180 mm (MD = 0.19, p < 0.05), and 240 mm (MD = 0.15, p < 0.05). They also made significantly more errors when the distance was 450 mm than when the distance was 120 mm (MD = 0.18, p < 0.05), and 180 mm (MD = 0.16, p < 0.05). Other pairwise comparisons were not statistically significant.

Because it was found that the pointing distances of 450 and 520 mm had more errors as compared to other pointing distances and to imitate the analysis of the pointing task times, a separate analysis for the pointing distances from 60 mm to 260 mm were performed.

5.2.2. Pointing distances from 60 mm to 260 mm
The overall mean error rate (mean ± SEM) was 22.8 ± 6.4% (i.e., 22.8 ± 6.5% for the frowning technique and 22.8 ± 6.3% for the raising technique). A 5 × 3 × 2 (distance × diameter × selection technique) mixed-model ANOVA revealed a statistically significant main effect of the diameter F(2,30) = 10.5, p < 0.001. The main effect of the distance, the main effect of the selection technique, the interaction between distance and diameter, the interaction between distance and selection technique, and the interaction between selection technique and diameter were not statistically significant.

Post hoc pairwise comparisons for the diameter showed that participants made significantly more errors when the target diameter was 25 mm than when the diameter was 30 mm (MD = 0.09, p < 0.05) and when the diameter was 40 mm (MD = 0.14, p < 0.05).

5.2.3. Pointing angle analysis
Fig. 7 shows mean pointing task times and SEMs for each of the stimuli averaged over distances. An 8 × 3 × 2 (angle × diameter × selection technique) mixed-model ANOVA revealed a statistically significant main effect of the diameter F(2,30) = 8.0, p < 0.01. The main effect of the angle, the main effect of the selection technique, the interaction between distance and diameter, the interaction between distance and selection technique, and the interaction between selection technique and diameter were not statistically significant. Post hoc pairwise comparisons for the diameter showed that participants made significantly more errors when the target distance was 25 mm than when the diameter was 40 mm, MD = 0.12, p < 0.05.

5.3. Fitts’ law analysis
Fitts’ law analysis was performed for distances from 60 mm to 260 mm because in those distances the functioning of the Face Interface device was fastest and most accurate (see Fig. 4). The mean pointing task times were used to analyze how well the Fitts’ law applied to eye tracking combined with both of the selection techniques (see Fig. 8). The linear regression equation for the frowning technique was MT = 913 + 526 ID, r = 0.77, p < 0.01. For the raising technique the linear regression equation was MT = 1155 + 181 ID, r = 0.51, ns. Thus, the Fitts’ law applied statistically significantly only for the gaze combined with the frowning selection technique.
The IP values for both selection techniques were calculated through linear regression from the equation for IP reported in the Related Work section. The results showed that for the frowning technique the IP value was 1.9 bits/s and for the raising technique the IP value was 5.4 bits/s.

5.4. Ratings

Fig. 9 shows the mean ratings and SEMs for the ten different bipolar scales. Pairwise comparisons between selection techniques (Mann–Whitney U-test) were not statistically significant.

6. Discussion

The results showed that the wireless Face Interface prototype device was functional in object pointing and selecting tasks in a simple experimental setup. The pointing task times were fastest for the largest object sizes; a finding which has been typical in other studies as well ([San Agustin et al., 2009; Surakka et al., 2004, 2005; Ware and Mikaelian, 1987]). When taking all seven distances into account the overall mean pointing task times were 3.2 s for the frowning technique and 2.5 s for the raising technique. Although the raising technique was approximately one second faster than the frowning
technique, there were no statistically significant differences between the two selection techniques as measured with pointing task times. For the pointing distance analysis, the ANOVA revealed a statistically significant main effect of the pointing distance. However, the post hoc pairwise comparisons were not statistically significant. This finding indicates that there is only a small increase in the pointing task times when the pointing distance increases. The overall error rates were 28.9% for the frowning technique and 25.7% for the raising technique. The pairwise comparisons showed that the participants made significantly more errors with both selection techniques when the pointing distances were 450 mm and 520 mm as compared to other pointing distances. Probably, part of the error rates of the Face Interface device are due to the fact that the eye camera is placed in front of the user's left eye. We note, however, that the current error rates are at about the same level than with other similar methods which do not place the camera in front of the eye (San Agustin et al., 2009; Surakka et al., 2004, 2005).

Specifically, pointing tasks with five pointing distances (i.e., 60, 120, 180, 240, 260 mm) proved to be the fastest and most accurate to point and select (see Figs. 4 and 6). When the raising action was used as the selection technique it resulted in significantly faster pointing task times than when the frowning action was used as the selection technique (i.e., 2.5 s for the frowning technique and 1.6 s for the raising technique). Hence, it seems that the raising technique was faster than the frowning selection technique. However, also the frowning technique was functional as the participants were able to perform all of the pointing tasks with it. The overall mean error rates for the pointing task distances from 60 mm to 260 mm were the same (i.e., 22.8%) for both selection techniques.

When comparing the current pointing task times (i.e. 2.5 s for the frowning and 1.6 s for the raising technique) with other similar type of existing methods we can see that they compare well. Earlier findings on pointing task times have varied from 0.4 s to 4.7 s (Chin et al., 2008; San Agustin et al., 2009; Surakka et al., 2004, 2005).

Face Interface device can be compared to other types of interaction techniques. However, one needs to be cautious because they are profoundly different in respect to their operational principles and in their use of modalities. For example, in methods using gaze only for both object pointing and selection the dwell time protocol (i.e. the object is selected when the user’s gaze has dwelled on it for a certain amount of time) is required. The pointing task times for the gaze only based methods obviously depends on the length of the chosen dwell time for the task at hand. For example, Ware and Mikaelian (1987) reported an overall pointing task time of one second when a dwell time of 400 ms was used. Vilimek and Zander (2009) reported an overall pointing task time of 4.5 s when a dwell time of 1000 ms was used. In the method that used only facial EMG, the object pointing and selection are both done by facial muscle activations. This can be time-consuming as, for example, Barreto et al. (2000) reported an overall pointing task time of 16.3 s.

The analysis of the pointing angle showed in the pointing task time analysis a significant main effect of the pointing angle. Further, the post hoc pairwise comparisons did not reveal statistically significant differences between task times in different pointing angles. In the error rate analysis there were no significant differences between the different pointing angles. In both analyses, the main effect of the target circle diameter was statistically significant. These are interesting findings and may indicate that this technique is not sensitive to variations in pointing angles. When using mouse as the pointing device, Whisenand and Emurian (1996) reported that there were differences in orthogonal and diagonal pointing angles, that is, participants were faster with orthogonal pointing angles. Still, they did not explain why this was the case. However, comparing mouse and this multimodal technique might not be that reasonable because the hand movements and eye movements are profoundly different.

Fitts’ law analysis performed for the pointing tasks with the distances from 60 mm to 260 mm showed that Fitts’ law applied statistically significantly only for the frowning technique. The correlation to the Fitts’ law model was r = 0.77 (p < 0.01) for the frowning technique and r = 0.51 (ns) for the raising technique. These correlations indicate that the Fitts’ law might not be perhaps the best possible method for evaluating the performance of these types of pointing devices. That is, for the gaze based techniques it might be more promising that correlation is not that high because it indicates that the increase in pointing task time is not that high with longer pointing distances. Perhaps a better approach would be to compare the IP values which were 1.9 bits/s for frowning technique and 5.4 bits/s for the raising technique. Earlier, Surakka et al. (2004) reported an IP value of 12.6 bits/s. San Agustin et al. (2009) reported an IP value of 3.03 bits/s. For the (different) regular computer mouse, IP values between 4.6 and 5.7 bits/s have been reported (Isokoski and Raisamo, 2004; MacKenzie and Isokoski, 2008; Surakka et al., 2004). Thus, the IP values of the combination of gaze pointing and making selections with facial activity compare relatively well to those achieved with computer mice. This encourages the further development of these types of interaction methods.

The ratings of the use of the prototype gave interesting results. First, the ratings of the two selection techniques did not differ statistically significantly from each other. Thus, the ratings of the technique were not dependent on the selection technique. Further, although the ratings of accuracy and the enjoyment were on the negative side of scale the participants gave positive ratings of the prototype on the scales of usefulness, naturalness, entertainment, and interestingsness. Also the rating of the general usability of the technique was on the positive side.

When the user uses the Face Interface prototype as a pointing and selection device for computers, some possible drawbacks may arise from the fact that not all people are capable of frowning or raising their eyebrows. While this interaction method may not be ideal for a particular segment of the population, such as those who suffer from paralyzed facial muscles, a large majority could still benefit from this method. People with disabilities should be able to use this technique, provided that normal eye movements and the ability to move their facial muscles still remain. Further, another problem with the frowning or raising related facial muscle activations might be that people have their own abilities and preferences in performing them (Levenson et al., 1990). Thus, this approach that will allow people to choose the facial muscle activation that they prefer as the selection technique was proved to be beneficial.

The current findings and comparisons show that the wireless Face Interface is a promising concept for future hands-free HCI. There are many advantages for the wireless Face Interface device. It compares especially well with other similar techniques in terms of comparable pointing task times and IP values. It is also easy to learn to use the Face Interface technique as it takes only a couple of minutes. The method using capacitive sensing needs neither any skin contact nor preparation of the skin in order to use it. Face Interface is wireless which offers more freedom when compared to techniques that use traditional electrode technology (e.g., Barreto et al., 2000; Sibert and Jacob, 2000; Surakka et al., 2004; Wolpaw et al., 2002). Since the Face Interface prototype device is wireless and wearable, it offers better possibilities for the user to move, for example, his or her head when interacting with computers than the existing methods. The results showed that the technique is not sensitive to the pointing distance, or to the pointing angle. The most important factor when interacting with the computer with wireless Face Interface prototype is the size of the object to be selected, that is, the object size needs to be large enough for it to be accurately selected. Finally, the results showed that people can use either the frowning or the raising technique for object selection. Thus, the wireless Face Interface technique offers
support for selecting or adapting the channel which an individual user can handle better as a selection technique.

7. Conclusions

A novel prototype for HCI called the wireless Face Interface was presented. It was built on the frames of protective glasses housing both, the wearable eye tracker for pointing and the capacitive sensor for selecting the objects. The use of prototype was evaluated using a wider selection of tasks than earlier studies for similar techniques have done. The results showed that the Face Interface technique was functional in both cases, using either frowning technique or raising the eyebrows technique in object selection. Thus, it offers more flexibility for the user than previous similar techniques. The results showed that the Face Interface technique functions the best in the middle of the widescreen display, although, it was functional in the corners of the display as well. The results also showed that there were no differences in different pointing directions giving promise of an advantage over computer mouse. Thus, the current results suggest that the wireless Face Interface is a promising concept for future hands-free HCI and can be used in future in more advanced tasks, for example, writing with on-screen keyboard.
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