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ABSTRACT

This study identifies causative factors of the urban heat island (UHI) and quantifies their relative contributions to the daytime and nighttime UHI intensities using a mesoscale atmospheric model that includes a single-layer urban canopy model. A midlatitude city and summertime conditions are considered. Three main causative factors are identified: anthropogenic heat, impervious surfaces, and three-dimensional (3D) urban geometry. Furthermore, the 3D urban geometry factor is subdivided into three subfactors: additional heat stored in vertical walls, radiation trapping, and wind speed reduction. To separate the contributions of the factors and interactions between the factors, a factor separation analysis is performed. In the daytime, the impervious surfaces contribute most to the UHI intensity. The anthropogenic heat contributes positively to the UHI intensity, whereas the 3D urban geometry contributes negatively. In the nighttime, the anthropogenic heat itself contributes most to the UHI intensity, although it interacts strongly with other factors. The factor that contributes the second most is the impervious-surfaces factor. The 3D urban geometry contributes positively to the nighttime UHI intensity. Among the 3D urban geometry subfactors, the additional heat stored in vertical walls contributes most to both the daytime and nighttime UHI intensities. Extensive sensitivity experiments to anthropogenic heat intensity and urban surface parameters show that the relative importance and ranking order of the contributions are similar to those in the control experiment.

1. Introduction

The urban heat island (UHI) is the most well-documented example of anthropogenic climate modification (Arnfield 2003). Numerous studies have reported that the urban air temperature can be 1°C–3°C higher than the rural or surrounding air temperature on average (e.g., Oke 1981; Morris et al. 2001; Bottyan and Unger 2003; Kim and Baik 2004; Grimmond 2007). Some studies have reported cases of very strong UHI intensity (e.g., Klysik and Fortuniak 1999; Fung et al. 2009). The UHI intensity is strongly related both to external influences (e.g., climate, weather, and season) and to the intrinsic characteristics of a city (e.g., city size, building density, and land-use distribution) (Oke 1982). In terms of meteorological conditions, calm, dry, and clear nights near the center of anticyclones are favorable for strong UHI intensity (Gedzelman et al. 2003).

Several factors that cause UHI have been proposed in the literature (e.g., Oke 1982; Grimmond 2007; Rizwan et al. 2008; Hidalgo et al. 2008). It is known that the UHI is caused by complex interactions among many factors, including decreased urban albedo (ALB), increased thermal mass per unit area, increased city roughness, increased anthropogenic heat released from buildings and vehicles, and decreased evaporative areas (fewer trees and more impervious materials) (Taha et al. 1988). Even though these causative factors have long been established, their relative importance remains uncertain. Extensive efforts have been devoted to find relationships between the UHI intensity and specific urban surface parameters, such as surface albedo, thermal properties of surface materials, sky-view factor, and vegetation fraction, but quantifying the relative contributions of each causative factor to the UHI intensity has received less attention.

This study aims to understand and quantify the relative contributions of causative factors and interactions between the factors to the UHI intensity. Following previous studies, the causative factors are recategorized into three main factors: anthropogenic heat, impervious
surfaces, and three-dimensional (3D) urban geometry. The 3D urban geometry factor is further examined by subdividing it into three subfactors: additional heat stored in vertical walls, radiation trapping, and wind speed reduction. This is a new classification of causative factors of the UHI, as described in Table 1. The causative factors are discussed further in the following section.

A few studies have quantitatively investigated the roles of causative factors in UHI intensity. Martilli (2002) examined the effects of thermal and mechanical factors on the urban boundary layer structure using the factor separation method and showed that the thermal factor is more important than the mechanical factor in contributing to the nighttime UHI intensity. In that study, several factors that contribute to thermal effects were integrated into a single factor, rather than separated, and therefore only the total thermal effects were examined. Kusaka and Kimura (2004) examined the individual effects of anthropogenic heat, a large heat capacity (HCP) particularly due to the existence of walls, and a small skyview factor of an urban canyon on the nighttime UHI intensity. That study highlighted the effect of anthropogenic heat on the nighttime UHI intensity, but the effects of impervious surfaces, wind speed reduction, and interactions between the factors were not considered. Tokairin et al. (2006) performed a factor separation analysis to examine the effects of heat release from building surfaces and of wind speed reduction by the drag of buildings on the UHI intensity. They concluded that the contribution of the heat released from building surfaces is more dominant than that of the wind speed reduction in the urban area. Not all factors were considered separately in their study, however.

Previous quantitative studies on the relative contributions of causative factors to the UHI intensity have been limited to certain aggregated factors, without sufficiently separating their contributions. To separate and quantify the relative contributions of the individual factors listed in Table 1 and their interactions to the UHI intensity, a factor separation analysis is performed. In this study, unlike other studies that focused mainly on the nighttime UHI intensity, both the daytime and nighttime UHI intensities are analyzed.

To take into account the relevant physical processes that occur in urban areas and to examine the 3D urban geometry effect on the UHI intensity, we employ a mesoscale atmospheric model that includes a single-layer urban canopy model. Traditional slab models have some limitations for studying the UHI because the models do not consider 3D urban geometry. In other words, slab models are not able to simulate explicitly additional heat stored in vertical walls, radiation trapping, wind speed reduction, and interactions among these factors. Therefore, an urban canopy model is required to understand the quantitative contributions of the factors to the UHI intensity in detail.

The relative contributions of each factor to the UHI intensity are not the same in different climates or city features (Mirzaei and Haghighat 2010). For example, the contribution of anthropogenic heat to the urban energy balance depends largely on latitude and the season of the year (Shahmohamadi et al. 2010). To simplify environmental and meteorological conditions, we consider an idealized urban environment: a midlatitude city surrounded by a cropland/woodland mosaic in summertime with fair weather. No initial background wind is considered. Note that in this study a relatively strong urban-breeze circulation (or UHI-induced circulation) is generated in the daytime, in response to the temperature gradient associated with the UHI between the urban and rural areas. Thus, even though an initial background wind is not considered, the relatively strong internally generated wind blows over the urban area. This study aims to understand the influences of the intrinsic characteristics of a city (e.g., anthropogenic heat intensity, roof fraction (RFR), and heat capacity of urban surface materials) on the UHI intensity rather than the influences of meteorological conditions.

Section 2 presents the experimental design, the causative factors, and the factor separation method. In section 3,
the results are presented and discussed. A summary and conclusions are given in section 4.

2. Experimental design, causative factors, and factor separation

a. Mesoscale atmospheric model and experimental design

The Advanced Research Weather Research and Forecasting (WRF) model (Skamarock et al. 2008) is employed as a mesoscale atmospheric model. Physical parameterization options used in this study are the Dudhia shortwave radiation scheme (Dudhia 1989), the Rapid Radiative Transfer Model longwave radiation scheme (Mlawer et al. 1997), the “Noah” land surface model (Noah LSM; Chen and Dudhia 2001), the Yonsei University planetary boundary layer scheme (Hong et al. 2006), and the Purdue–Lin cloud microphysics scheme (Chen and Sun 2002).

As an urban module, the Seoul National University Urban Canopy Model (SNUUCM; Ryu et al. 2011) is adopted. The urban canopy model is a single-layer urban canopy model and represents an urban canopy as an urban canyon and two separate buildings. The urban canyon is treated as a single layer in the model, and the canyon air temperature is calculated at a representative level, that is, at the displacement height that is set equal to 0.65 times the mean building height. The model parameterizes many important physical processes that occur in an urban canyon: absorption and reflection of shortwave and longwave radiation, exchanges of turbulent energy and water between surfaces (roof, two facing walls, and road) and adjacent air, and conductive heat transfer in substrates. The SNUUCM is validated by using datasets obtained at two European urban sites and shows good performances in reproducing canyon air temperatures, surface temperatures (roof, walls, and road), and urban-averaged net radiation, sensible heat flux, latent heat flux, and storage heat flux for both sites (Ryu et al. 2011). For example, the root-mean-square error of sensible heat flux for the sites is 50–60 W m$^{-2}$ for the overall period. In particular, the wall temperature is constant (30%) from the surface to $z = 5$ m and shows good performances in reproducing canyon air temperatures, surface temperatures (roof, walls, and road), and urban-averaged net radiation, sensible heat flux, latent heat flux, and storage heat flux for both sites (Ryu et al. 2011). For example, the root-mean-square error of sensible heat flux for the sites is 50–60 W m$^{-2}$ for the overall period. In particular, the wall temperature is constant (30%) from the surface to $z = 5$ m and shows good performances in reproducing canyon air temperatures, surface temperatures (roof, walls, and road), and urban-averaged net radiation, sensible heat flux, latent heat flux, and storage heat flux for both sites (Ryu et al. 2011).

Table 2. Urban surface parameters used in the control and sensitivity experiments.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Control exp</th>
<th>Sensitivity exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area fractions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Built-up area</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Natural area</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Geometric parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean building height (m)</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Canyon orientation (°)</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>Canyon aspect ratio</td>
<td>1.0</td>
<td>0.5 (H/W × 0.5)</td>
</tr>
<tr>
<td>Roof fraction</td>
<td>0.5</td>
<td>0.4 (RFR × 0.8)</td>
</tr>
<tr>
<td>z$<em>{0u}$/z$</em>{0d}$ for canyon air</td>
<td>$10^2$</td>
<td>$10^2$</td>
</tr>
<tr>
<td>Roof, wall, and road properties</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Albedo</td>
<td>0.16</td>
<td>0.12 (ALB × 0.75)</td>
</tr>
<tr>
<td>Emissivity</td>
<td>0.95</td>
<td>0.9</td>
</tr>
<tr>
<td>Heat capacity (MJ m$^{-3}$ K$^{-1}$)</td>
<td>1.4</td>
<td>1.12 (HCP × 0.8)</td>
</tr>
<tr>
<td>Thermal conductivity (W m$^{-1}$ K$^{-1}$)</td>
<td>0.8</td>
<td>0.64 (TCD × 0.8)</td>
</tr>
<tr>
<td>$z_{0u}$/z$_{0d}$ (only for roof and road)</td>
<td>$10^2$</td>
<td>$10^2$</td>
</tr>
</tbody>
</table>

Two-dimensional idealized experiments are conducted using the coupled WRF–SNUUCM model. The latitude is set to 30°N. The Coriolis force is excluded. The domain size is 200 km in the x direction and 6 km in the z direction with a Rayleigh damping layer of 2 km. The horizontal grid interval is 500 m. The vertical grid interval is stretched with height, starting from 60 m above the surface. The lowest model level is therefore 30 m. There are 65 vertical layers in total and 30 vertical layers below 2 km with a grid interval of the 30th layer of 73 m. The periodic boundary condition is applied at lateral boundaries. The lapse rate of initial potential temperature is 5 K km$^{-1}$, and the initial potential temperature near the surface is 298.15 K. The initial relative humidity is constant (30%) from the surface to $z = 4$ km and then decreases linearly with height to $z = 6$ km (10%). The time step is 2 s. The model is integrated for 36 h starting from 0500 LST 20 June 2008 (the year has no meaning). The last 24 h of simulation data are analyzed. The size of a city is 20 km, and its center is located at the center of the model domain.

Values of urban surface parameters in the SNUUCM used in the control and sensitivity experiments are given in Table 2. Note that all albedos of the roof, walls, and road are set to be the same and that the albedo of the rural area is also the same (=0.16). The land-use/land-cover (LULC) type of the rural area is a cropland/woodland mosaic, and the same LULC type is applied to the natural area of the urban area. The vegetation fraction of the natural areas (both the rural and urban...
areas) is set to 0.6, and the soil type is loamy sand. The initial soil moisture content (volume of water per volume of soil) and soil temperature are set to 0.25 and 20°C, respectively.

**b. Causative factors**

Anthropogenic heat $F_1$ is additional heat released by human activities and likely increases air temperature near the surface. Many researchers have emphasized the important role of anthropogenic heat in the UHI intensity, indicating a temperature rise of $1^\circ$–$2^\circ$C in summertime and a rise of $2^\circ$–$3^\circ$C in wintertime (Ichinose et al. 1999; Kondo and Kikegawa 2003; Fan and Sailor 2005; Ohashi et al. 2007).

The two factors originally suggested by Oke (1982)—reduction in surface moisture availability and increase in thermal inertia of urban surface materials—are integrated into the impervious-surfaces $F_2$ factor. The two factors arise from the fact that pervious or natural surfaces of small thermal inertia (e.g., grass, crops, trees, and soil) are replaced by impervious or artificial surfaces of large thermal inertia (e.g., concrete, asphalt, and bricks) in urban areas. The thermal properties such as heat capacity and thermal conductivity (TCD) of artificial surfaces can be similar to those of natural surfaces when natural surfaces are wet (Runnalls and Oke 2000). In this study, the large thermal inertia of impervious materials means a high capability to store heat, which is closely related to the low moisture availability of impervious materials as well as the thermal properties such as heat capacity and thermal conductivity. Because of the low moisture availability of impervious materials, the majority of available net radiation is converted into sensible heat flow and storage heat flux rather than into latent heat flux. The large thermal inertia of artificial surfaces and fewer natural surfaces in urban areas have been considered to be the most significant causes of the UHI (Velazquez-Lozada et al. 2006). The large storage heat of impervious materials in the daytime and the positive sensible heat flux during several hours after sunset are responsible for the nighttime UHI, as mentioned by Kusaka and Kimura (2004).

The 3D urban geometry $F_3$ is a distinctive characteristic of cities, resulting from the existence of buildings. Among the 3D urban geometry subfactors ($G_1$, $G_2$, and $G_3$), the additional heat stored in vertical walls $G_1$ has received less attention than others. One can expect that the surface, which is able to absorb and store heat, increases with increasing building height. Kusaka and Kimura (2004) stated that this effect due to the walls is roughly equivalent to the increase in heat capacity of surface materials. By conducting an experiment without vertical walls, Dupont and Mestayer (2006) stressed that the storage heat flux decreases in the daytime and that the sensible heat flux increases in the daytime and decreases in the nighttime as compared with the results of an experiment with vertical walls. Thus, the $G_1$ factor can contribute positively to the nighttime UHI intensity. Unlike the $G_1$ factor, the radiation trapping $G_2$ has been well documented in the literature (e.g., Terjung and Louie 1973; Arnfield 1982; Johnson et al. 1991; Mills 1997; Masson 2000; Kusaka et al. 2001; Martilli et al. 2002). The incoming shortwave radiation is absorbed more by the surfaces within an urban canyon because of the multiple reflection of shortwave radiation, thus decreasing effective canyon albedo. The small sky-view factor due to vertical walls reduces outgoing longwave radiation from an urban canyon, thus reducing surface cooling within an urban canyon. The wind speed reduction $G_3$ occurs above and within an urban canopy layer. The mean wind speed over urban canopies is usually reduced because of the drag caused by buildings, and because of the weak wind the warm air over urban areas tends to stagnate. In comparison with wind speed in rural areas at the same height, wind speed within urban canopies also can be reduced, thus reducing surface cooling because of the reduced turbulence within urban canopies (Oke 1987). Therefore, canyon air temperature can be higher than rural air temperature at the same height.

**c. Factor separation**

The factor separation method proposed by Stein and Alpert (1993) is used to examine the contributions of individual factors and their interactions. To accomplish this for the main factors, eight experiments are designed (Table 3). Table 4 summarizes the methods of calculating the contributions of the factors and their interactions and the mechanisms leading to the contributions from the experiments. For the subfactors, Table 5 provides corresponding subexperiments, and Table 6 presents calculation methods and the mechanisms leading to the contributions. The $f$ and $g$ in Table 4 and Table 6 represent the area-averaged values of air temperatures at 2 m for each experiment for the main factors and subfactors, respectively. Note that the $F_3$ factor is inherently included in the subexperiments to avoid an unrealistic situation. In other words, the urban surface materials are set to impervious materials in the subexperiments. Therefore, a detailed examination of the 3D urban geometry effect includes the interaction between the $F_2$ and $F_3$ factors $f_{32}$.

In this study, anthropogenic heat is directly added to the urban-averaged sensible heat flux. In the original SNUUCM, anthropogenic heat is added to the canyon air temperature equation. It is not possible to add
anthropogenic heat to a flat surface with the original method (e.g., $f_1$ and $f_{12}$ experiments), however. We tested the two methods and compared the results, and we found that the difference in daily mean air temperature at 2 m is 0.17°C in the $f_{123}$ experiment. We then adopt the alternative method of adding anthropogenic heat to the urban-averaged sensible heat flux. The anthropogenic heat that is estimated on the basis of the energy consumption statistics data in Lee et al. (2009) is used in this study. The temporal profile of the anthropogenic heat is adopted from that of the summertime anthropogenic heat averaged over the Gyeong-In region of South Korea that includes Seoul. The minimum, maximum, and 24-h-average anthropogenic heat fluxes in the control experiment are 24 W m$^{-2}$ at 0500 LST, 53 W m$^{-2}$ at 1900 LST, and 41 W m$^{-2}$, respectively.

To examine the impervious-surfaces effect, the impervious materials of the buildings and the road are replaced by pervious materials in several experiments ($f_0$, $f_1$, $f_3$, and $f_{13}$ experiments). The LULC and soil types of the pervious surfaces are set equal to those of the rural area, that is, cropland/woodland mosaic and loamy sand, respectively. The radiation processes such as absorption and reflection are treated using the SNUUCM, but sensible heat fluxes, latent heat fluxes, soil temperatures, and soil moisture for the pervious surfaces are calculated using the Noah LSM.

When the 3D urban geometry factor is included, both the buildings and the urban canyon are considered. When the factor is excluded, however, the surface is regarded as a flat surface and the roughness length in the urban area is set equal to that in the rural area (=0.2 m). In the subexperiments, the $G_1$ effect is examined by changing the thermal properties of the walls, that is, the heat capacity and thermal conductivity. When the $G_1$ factor is excluded, the values of the heat capacity and thermal conductivity of the walls are set to be very small (to the values of air at room temperature). Therefore, in this case, there is very little storage heat in the walls. To examine the radiation-trapping $G_2$ effect, the approach of Kusaka and Kimura (2004) is adopted. The walls are set as transparent to shortwave and longwave radiation, and the road receives the same shortwave and longwave radiation as the roof. The walls absorb, reflect, and emit no radiation. The wind speed reduction $G_3$ primarily results from the existence of buildings in urban areas. In mesoscale atmospheric models, however, buildings are not explicitly resolved in both the horizontal and vertical directions. Instead, the building effect is represented by roughness length. It is expected that if the roughness length is large then high-rise buildings are present. Therefore, when the $G_3$ factor is included, the roughness length in the urban area is set to be a large value (=1.5 m). When the $G_3$ factor is excluded, however, the roughness length in the urban area is set equal to that in the rural area (=0.2 m). In addition, the canyon wind speed, which is generally smaller than the wind speed at the reference level (the lowest model level), is assumed to equal the wind speed at the reference level. Hence, the wind speed reduction within the urban canyon is also ignored.

### 3. Results and discussion

#### a. Control experiment

Air temperatures at 2 m that are calculated in the WRF model are averaged over all the grids in the city for each experiment, and daytime and nighttime average

<table>
<thead>
<tr>
<th>Expt</th>
<th>Anthropogenic heat $F_1$</th>
<th>Impervious surfaces $F_2$</th>
<th>3D urban geometry $F_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0$</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>$f_1$</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>$f_2$</td>
<td>X</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>$f_3$</td>
<td>X</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>O</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>O</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>$f_{23}$</td>
<td>X</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>$f_{123}$</td>
<td>O</td>
<td>X</td>
<td>O</td>
</tr>
</tbody>
</table>

#### Table 3. Experiments designed for the factor separation analysis for the main factors. The “O” indicates that the factor is included, and the “X” indicates that the factor is excluded.

#### Table 4. Contributions of the main factors and their interactions, calculation method, and the mechanisms leading to the contributions.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Calculation method</th>
<th>Mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0$</td>
<td>$f_0$</td>
<td>Nonurban</td>
</tr>
<tr>
<td>$f_1$</td>
<td>$f_1 - f_0$</td>
<td>Anthropogenic heat</td>
</tr>
<tr>
<td>$f_2$</td>
<td>$f_2 - f_0$</td>
<td>Impervious surfaces</td>
</tr>
<tr>
<td>$f_3$</td>
<td>$f_3 - f_0$</td>
<td>3D urban geometry</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>$f_{12} - (f_1 + f_2) + f_0$</td>
<td>Interaction between anthropogenic heat and impervious surfaces</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>$f_{13} - (f_1 + f_3) + f_0$</td>
<td>Interaction between anthropogenic heat and impervious surfaces</td>
</tr>
<tr>
<td>$f_{23}$</td>
<td>$f_{23} - (f_2 + f_3) + f_0$</td>
<td>Interaction between anthropogenic heat and impervious surfaces</td>
</tr>
<tr>
<td>$f_{123}$</td>
<td>$f_{123} - (f_{12} + f_{13} + f_{23}) + (f_1 + f_2 + f_3) - f_0$</td>
<td>Interaction between all main factors</td>
</tr>
</tbody>
</table>
UHI intensities are calculated. Here, daytime and nighttime averages are defined as the value averaged over the period from 1200 to 1700 LST and 0000 to 0500 LST, respectively. Figures 1 and 2 show the contributions of the factors and their interactions to the daytime and nighttime UHI intensities, respectively. The sum of all contributions is 2.15°C in the daytime and 9.06°C in the nighttime. These values are identical to the daytime and nighttime UHI intensities (i.e., \( f_{123} \) experiment − \( f_0 \) experiment). In the \( f_0 \) experiment, the daytime average temperature is 31.9°C and the nighttime average temperature is 18.4°C. The daytime and nighttime UHI intensities are strong but are within the range observed in real cities [for example, by Kim and Baik (2002) and Giridharan et al. (2007) for the daytime UHI intensity and Klysik and Fortuniak (1999) and Fung et al. (2009) for the nighttime UHI intensity]. Note that the urban surface parameters that are based on those of highly developed urban areas are applied to all of the grids in the city, and this is to some extent responsible for the strong UHI intensities.

In the daytime, the impervious surfaces contribute most to the UHI intensity (2.10°C/2.15°C × 100% = 98%). As pointed out by Taha (1997), the impervious-surfaces factor is a major contributor to the daytime UHI mainly because of the low evapotranspiration rate. A number of observational studies have reported that vegetation in urban areas can decrease air temperatures by \( \approx 1 \)°C in the daytime (e.g., Giridharan et al. 2008; Zoulia et al. 2009; Bowler et al. 2010). The anthropogenic heat contributes positively to the daytime UHI intensity (36%), but the 3D urban geometry contributes negatively to the daytime UHI intensity (−24%). The daytime UHI intensity decreases because of the existence of buildings. This result is consistent with that of Dupont and Mestayer (2006) who demonstrated that sensible heat flux increases in the daytime when the effects of walls are not accounted for. Giridharan et al. (2007) and Kruger et al. (2011) found that less obstruction of the sky arising from low-rise buildings—that is, higher sky-view factor—leads to higher air temperature in the daytime. The contribution of the interaction between the \( F_1 \) and \( F_2 \) factors is negative (−14%). This implies that the anthropogenic heat emitted to the atmosphere is partly converted into the storage heat of the impervious materials. The contribution of the interaction between the \( F_1 \) and \( F_3 \) factors is 7%. The contribution of the interaction between the \( F_2 \) and \( F_3 \) factors is negligible (1%). The contribution of the interaction between all three main factors \( f_{123} \) is negative and small (−4%).

Figures 1 and 2 also present the contributions of the subfactors. In the daytime, the additional heat stored in vertical walls contributes negatively (\( \tilde{g}_1 = −0.83 \)°C) as expected. Because of the increased surface areas, a considerable amount of heat is additionally stored in the walls, thus giving the negative contribution. In the daytime, shortwave radiation is absorbed more in the \( g_2 \) experiment than in the \( g_0 \) experiment because of the radiation trapping. The urban-averaged albedo is 0.12 in the \( g_2 \) experiment and 0.16 in the \( g_0 \) experiment. Therefore, \( \tilde{g}_2 \) is positive in the daytime (0.14°C). In the daytime, the \( G_3 \) factor decreases air temperature near the surface in the urban area (\( \tilde{g}_3 = −0.77 \)°C). The contributions of the \( G_3 \) factor to the daytime mean wind speed at 10 m and sensible heat flux are \(-1.7 \) m s\(^{-1}\) and \(-81.8 \) W m\(^{-2}\), respectively. Because the wind speed is reduced, the sensible heat flux from the urban area also decreases. This is consistent with the results of Atkinson.
who examined the effect of roughness length on
the UHI intensity. Therefore, the air temperature near
the surface (not the surface temperature) can decrease.
The surface temperature and storage heat flux actually
increase in the daytime when the $G_2$ factor is included.
The subfactors interact considerably with each other. All
of the interactions between two factors ($\hat{g}_{12}$, $\hat{g}_{13}$, and $\hat{g}_{23}$) contribute positively to the daytime UHI intensity. The contribution of the interaction between all three factors $\hat{g}_{123}$ is negative.

In the nighttime, the largest contribution to the UHI
intensity comes from the anthropogenic heat (86%). As
demonstrated in previous studies (Ichinose et al. 1999;
Fan and Sailor 2005), the contribution of the anthro-
pogenic heat is much larger in the nighttime than in
the daytime. The second most important factor is the
impervious-surfaces factor, leading to a contribution of
47%. The 3D urban geometry contributes positively to
the nighttime UHI intensity (28%). Unlike the $F_1$ and
$F_2$ factors, the $F_3$ factor displays contrasting effects on
the daytime and nighttime UHI intensities. That is, the
3D urban geometry factor decreases the UHI intensity
in the daytime but increases it in the nighttime. There
are numerous observational studies that have investi-
gated the relationship between urban geometry that can be represented by canyon aspect ratio [height-to-width ($H/W$) ratio of an urban canyon] or sky-view factor and nighttime UHI intensities (e.g., Yamashita et al. 1986; Oke 1987; Giridharan et al. 2007). The general trend is that the nighttime UHI intensity increases with increasing building height or density. Although it is not straightforward to directly compare the pure contribu-
tion of the 3D urban geometry factor with its relation-
ship with the UHI intensity, the result of the 3D urban
geometry effect is consistent with that found in previous
observational studies.

The contribution of the interaction between the an-
thropogenic heat and impervious-surfaces factors $\hat{f}_{12}$ is
negative and large, and is almost one-half of $\hat{f}_1$ in magni-
tude. The interaction between the $F_1$ and $F_3$ factors $\hat{f}_{13}$
is also negative and large. The anthropogenic heat itself
has a strong impact on the UHI intensity, especially in
the nighttime. Only a part of the anthropogenic heat
is used to heat the atmosphere when the $F_1$ factor is
Fig. 3. Relative contributions of (a) the main factors and their interactions to the daytime UHI intensity and (b) the subfactors and their interactions to the daytime $f_1 + f_2$, for the control experiment (CTRL) and various sensitivity experiments. In the sensitivity experiments, for example, AH × 0.5 means the half–anthropogenic heat experiment and RFR × 0.8 means the experiment with a roof fraction reduced by 20% from the value used in CTRL. The description of the sensitivity experiments is given in the text and Table 2. Note that in the sensitivity experiments each parameter value varies while other parameter values remain the same as those in CTRL. The numbers above the bars indicate the sum of all contributions, and the units of the numbers are degrees Celsius.
accompanied by other factors, however, because it interacts strongly with other factors, giving the negative contributions. Hence, the difference in the nighttime average temperature between the $f_{123}$ and $f_{23}$ experiments that correspond to the experiments with and without the anthropogenic heat, respectively, and that include the effects of the other factors is only 1.07°C. This difference is consistent with the results of previous studies (Ichinose et al. 1999; Fan and Sailor 2005) that indicate an $\sim 1^\circ$C contribution of anthropogenic heat to the summer nighttime UHI intensity when comparing experiments with and without anthropogenic heat. Whereas the interactions between the anthropogenic heat and other factors ($f_{12}$ and $f_{13}$) contribute negatively to the nighttime UHI intensity, the interaction between the $F_2$ and $F_3$ factors ($f_{23}$) contributes positively by 12%. The contribution of the interaction among all three factors is $-4\%$.

The 3D urban geometry contributes considerably to the nighttime UHI intensity ($f_3 = 2.57^\circ$C). Among the three subfactors, the $G_1$ factor plays the most important role in the nighttime UHI intensity ($g_1 = 3.28^\circ$C). This means that in the nighttime a large amount of heat is released from the vertical walls. From the $G_1$ effect, increased warming due to the walls will likely occur with increasing building height, thus causing a nighttime thermal environment in urban areas to deteriorate. The radiation trapping contributes positively ($g_2 = 1.32^\circ$C). We first expected that longwave radiation trapping dominates this positive contribution, but the net longwave radiation in the $g_2$ experiment decreases by 7.1 W m$^{-2}$ as compared with that in the $g_0$ experiment. This is due to the increase in the surface temperatures within the urban canyon resulting from the enhanced absorption of short-wave radiation in the daytime. Thus, although longwave radiation trapping occurs within the urban canyon, the net longwave radiation decreases in the $g_2$ experiment. In the $g_3$ experiment, because of the large storage heat in the daytime, the surface temperatures still remain high enough to yield weak but positive sensible heat fluxes from the urban canyon and from the roof ($g_3 = 2.74^\circ$C). In the nighttime, the contributions of the interactions between the subfactors are as large as in the daytime. Therefore, it is concluded that not only the subfactors themselves but also the complex interactions between the subfactors contribute significantly to the 3D urban geometry effect.

b. Sensitivity experiments

In this section, we examine the sensitivities of the relative contributions of the factors and their interactions to anthropogenic heat intensity and various urban surface parameters. Figures 3 and 4 show the relative contributions of the factors and their interactions to the daytime and nighttime UHI intensities, respectively. The relative contribution is calculated by dividing each contribution by the sum of all contributions for each experiment.

In the half–anthropogenic heat experiment (denoted by AH $\times$ 0.5), the daytime and nighttime UHI intensities are reduced by 0.24° and 0.46°C, respectively, as compared with those in the control experiment. The contribution of the anthropogenic heat factor $f_1$ to the daytime (nighttime) UHI intensity decreases to 21% (74%) from 36% (86%) of the control experiment. The other contributions are also altered. For example, the contribution of the impervious-surfaces factor $f_2$ to the daytime (nighttime) UHI intensity increases to 110% (50%). In the double–anthropogenic heat experiment (denoted by AH $\times$ 2.0), however, $f_1$ increases to 52% in the daytime and to 87% in the nighttime and $f_2$ decreases to 82% in the daytime and to 43% in the nighttime. These results indicate that the relative contribution of the anthropogenic heat factor to the UHI intensity depends to some extent on the anthropogenic heat intensity.

The roof fraction is the ratio of the building (roof) area to the built-up area in the urban area. So, the urban-averaged energy fluxes reflect the effects of the buildings (urban canyon) more as the roof fraction increases (decreases). Because most of the physical processes associated with the 3D urban geometry factor occur within the urban canyon, the relative contributions of the 3D urban geometry factor to the daytime and nighttime UHI intensities increase as the urban canyon fraction increases (or the roof fraction decreases). As a result, $f_3$ increases in magnitude by 9% (8%) in the daytime (nighttime) when the roof fraction decreases to 0.4 (RFR $\times$ 0.8) from 0.6 (RFR $\times$ 1.2). Likewise, the daytime UHI intensity decreases but the nighttime UHI intensity increases as the urban canyon fraction increases because $f_3$ is negative in the daytime and positive in the nighttime.

As the heat capacity increases, more heat can be stored in the urban fabrics. The differences in the daytime and nighttime $f_2$ are 3% and 9%, respectively, when the heat capacities of the surfaces increase to 1.68 MJ m$^{-3}$ K$^{-1}$ (HCP $\times$ 1.2) from 1.12 MJ m$^{-3}$ K$^{-1}$ (HCP $\times$ 0.8). In addition, the relative contribution of the interaction between the anthropogenic heat and impervious-surfaces factors $f_{123}$ differs by 9% in the nighttime between the HCP $\times$ 0.8 and HCP $\times$ 1.2 experiments, which contributes negatively to the nighttime UHI intensity. The nighttime UHI intensity varies insignificantly in these experiments.
Fig. 4. As in Fig. 3, but for the nighttime UHI intensity.
As in the sensitivity experiments on heat capacity, the thermal conductivity is positively correlated with the impervious-surfaces effect. The difference in the nighttime $f_2$ between the TCD $\times$ 0.8 and TCD $\times$ 1.2 experiments is 7%, whereas that in the daytime $f_2$ is small (2%). In the nighttime, the contributions related to the impervious-surfaces factor ($f_{12}$, $f_{23}$, and $f_{123}$) change considerably between the TCD $\times$ 0.8 and TCD $\times$ 1.2 experiments. The thermal conductivity influences the nighttime UHI intensity, indicating a decrease of 0.08°C in the TCD $\times$ 0.8 experiment and an increase of 0.1°C in the TCD $\times$ 1.2 experiment as compared with that in the control experiment.

The canyon aspect ratio ($H/W$) reflects the relative weight of the vertical surface area in the 3D urban geometry. So, one can expect that the contribution of the 3D urban geometry factor increases as the canyon aspect ratio increases. The $f_2$ indicates increases of 11% and 4% in the daytime and nighttime, respectively, in magnitude between the $H/W \times 0.5$ and $H/W \times 2.0$ experiments. The $g_1$ points to a significant increase in the daytime. Of interest is that $g_2$ is negative in the $H/W \times 0.5$ experiment, unlike in the other experiments. When the canyon aspect ratio is small, the radiation-trapping effect can be relatively small but the shadow effect can play an important role in the radiation process. The nighttime UHI intensity increases with increasing canyon aspect ratio. In addition, the sum of all contributions of the subfactors and interactions increases as the canyon aspect ratio increases. This implies that the contribution of the 3D urban geometry factor becomes more important as the canyon aspect ratio increases.

In summary, the relative contributions of the factors and their interactions vary to some extent depending on the anthropogenic heat intensity and the values of the urban surface parameters. Nonetheless, the deviation of the relative contributions in the sensitivity experiments from those in the control experiment is around 10% in general. The relative importance and ranking order of the contributions of the factors and interactions in the sensitivity experiments are similar to those in the control experiment.

4. Summary and conclusions

The relative contributions of the causative factors and their interactions to the daytime and nighttime UHI intensities were examined under an idealized urban environment. The main factors responsible for the UHI are anthropogenic heat, impervious surfaces, and three-dimensional urban geometry. In this study, the 3D urban geometry effect was explicitly examined using the urban canopy model. The 3D urban geometry factor is subdivided into three subfactors: additional heat stored in vertical walls, radiation trapping, and wind speed reduction, each arising from the distinctive geometry of cities. By performing a factor separation analysis, the contributions of the factors and their interactions are quantified.

The relative importance and ranking order of the factors and their interactions were found to differ between the daytime and nighttime. In the daytime, the impervious surfaces have the greatest effect on the UHI intensity (98%). The anthropogenic heat also contributes positively to the daytime UHI intensity (36%), but the 3D urban geometry contributes negatively to the daytime UHI intensity (−24%). Among the 3D urban geometry subfactors, the additional heat stored in vertical walls gives the largest negative contribution to the daytime UHI. Because of shortwave radiation trapping within the urban canyon, the radiation trapping contributes positively to the daytime UHI intensity. The wind speed reduction resulting from the existence of buildings decreases the daytime UHI intensity. In the nighttime, the anthropogenic heat is crucial to the UHI intensity (86%), but this factor interacts strongly with other factors. The second most important contributing factor is the impervious-surfaces factor (47%). The nighttime contribution of the 3D urban geometry factor contrasts with the daytime contribution by yielding the positive contribution (28%). Among the 3D urban geometry subfactors, the additional heat stored in vertical walls contributes most to the nighttime UHI intensity and the radiation trapping and the wind speed reduction also contribute positively to that. We suggest that the 3D urban geometry effect should be included when considering the urban-related phenomena.

Through sensitivity experiments, it was found that the 3D urban geometry effect increases with increasing urban canyon fraction and canyon aspect ratio, thus possibly causing a nighttime thermal environment in urban areas to deteriorate. The sensitivity experiments indicated that although each of the contributions varies with the anthropogenic heat intensity and the values of the urban surface parameters, the relative importance and ranking order of the contributions are not significantly changed.
In this study, the relative contributions of the causative factors and the sensitivities to the intrinsic characteristics of the city were examined for a midlatitude city and summertime conditions. The relative contributions of the causative factors could differ depending on season, surrounding environment, city location, and meteorological conditions. For future studies, it is of interest to examine the effects of season (e.g., wintertime conditions), surrounding environment (e.g., soil properties and land-use/land-cover types of rural areas), city location (e.g., latitude), and meteorological conditions (e.g., wind speed) on the relative contributions of the causative factors.
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