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ABSTRACT

Time series are characterized by a myriad of different shapes and structures. A number of events that appear in atmospheric time series result from as yet unidentified physical mechanisms. This is particularly the case for stable boundary layers, where the usual statistical turbulence approaches do not work well and increasing evidence relates the bulk of their dynamics to generally unknown individual events.

This study explores the possibility of extracting and classifying events from time series without previous knowledge of their generating mechanisms. The goal is to group large numbers of events in a useful way that will open a pathway for the detailed study of their characteristics, and help to gain understanding of events with previously unknown origin. A two-step method is developed that extracts events from background fluctuations and groups dynamically similar events into clusters. The method is tested on artificial time series with different levels of complexity and on atmospheric turbulence time series. The results indicate that the method successfully recognizes and classifies various events of unknown origin and even distinguishes different physical characteristics based only on a single-variable time series. The method is simple and highly flexible, and it does not assume any knowledge about the shape geometries, amplitudes, or underlying physical mechanisms. Therefore, with proper modifications, it can be applied to time series from a wider range of research areas.

1. Introduction

Time series can be regarded as progressions of various shapes in time. In a broader geophysical context, shapes, or events, are embedded in various levels of noise that are usually of a certain type or color. The motions in the atmosphere exhibit scale interactions such that the power spectra usually decrease with scale as a negative power of the wavenumber. This is the characteristic shared with red noise, and as a result, atmospheric time series are frequently modeled using a first-order autoregressive [AR(1)] process. Individual studies of atmospheric time series predominantly focus on a relatively narrow range of scales, particularly when describing the underlying dynamical processes. Practically, this means that the distinction between noise and “meaningful” features will depend on the scale under consideration. For example, scales of atmospheric waves vary from large planetary waves to those limited by the atmospheric stability at the small end. Researchers interested in planetary waves will tend to disregard small-scale atmospheric boundary layer (ABL) waves and other processes as noise. Likewise, at smaller, turbulence scales, distinct fluctuation patterns frequently occurring in turbulent flows are termed coherent structures. Coherent structures are distinguished from background fluctuations or noise and are examined with the goal of understanding important physical characteristics of turbulent flows in terms of elementary structures (e.g., Chen and Hu 2003; Thomas and Foken 2005, 2007; Barthlott et al. 2007).

The usual approach for studying various structures in atmospheric time series is to assume that a certain familiar physical process results in a specific recognizable temporal trace, and then to search for such a trace in the time series. This can be accomplished by searching for certain geometries, such as sine functions for waves and ramp-cliff patterns for coherent structures, or for certain properties, such as large amplitudes or sharp changes (e.g., Antonia et al. 1979; Wilczak 1984; Chen et al. 1997; Barthlott et al. 2007; Belušić and Mahrt 2012; Shapland et al. 2012a,b; Segalini and Alfredsson 2012). Recent studies of the stable weak-wind ABL indicate that many of the processes that are responsible for the variability in the time series are unknown (e.g., Mahrt 2011). Such situations do not allow for the above-mentioned approach.
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but require the opposite strategy—extracting meaningful, but unknown events from the time series and then understanding their underlying physical mechanisms.

In the stable ABL, gravity waves, transient drainage flows, and other systems occur seemingly randomly and either superimpose on the turbulence or affect it by increasing or decreasing its intensity. Currently, there are no general ways to clearly distinguish turbulence from waves and other mechanisms, despite the frequent usage of several pragmatic techniques for that purpose. The usual way to study ABL turbulence is deductive, where the hypothesis of turbulence similarity is used to indirectly infer the characteristics of structures in the flow field. This is achieved by assuming that the turbulence statistical effects, which result from a myriad of interactions of individual flow structures, are uniquely determined by larger-scale flow and surface characteristics. Here, the larger scales are assumed to be separated from turbulence scales, and also to be stationary, homogeneous, and known with sufficient accuracy. While this approach has led to a useful quantification of ABL effects in numerical models, its limitations are becoming increasingly apparent (e.g., Nappo et al. 2014). Another way of studying and improving the understanding of the stable ABL dynamics is inductive. This approach involves analysis and understanding of individual structures found in data, with the potential of generalizing the results provided that a significant number of structures could be explained or characterized by such an approach. Since the representation of stable boundary layers in atmospheric models is in critical need of improvement (e.g., Baklanov et al. 2011; Holtslag et al. 2013; Nappo et al. 2014) and depends a lot on the understanding of the underlying processes, the inductive approach might contribute to that end.

This study presents a step in that direction. A method is developed for extracting and classifying events in time series automatically, without any preassumed or predefined characteristics of events in terms of their magnitude, geometry, or periodicity. The goal is to recognize and classify different events in order to alleviate further analysis of their behavior and underlying mechanisms. The method is presented and validated against a well-known dataset to ascertain that it can be used for further research. While the primary motivation for developing the method is the study of various structures in the stable boundary layer, the method is not limited by atmospheric stability or the scale of the phenomena.

The paper is organized as follows. The details of the two-step method are discussed in section 2. The method is first tested on artificially generated time series with different complexities of noise—white and red noise—hence progressing toward the real-world atmospheric conditions. This is detailed in section 3. The method is then applied to atmospheric turbulence data, as discussed in section 4. The basic assumptions of the method are further tested in section 5, and the conclusions are drawn in section 6.

2. Methodology

A number of clustering techniques have been developed and used over the last several decades for classifying structures found in different datasets, including various areas of the atmospheric science (e.g., Weber and Kaufmann 1995; Elsner 2003; Pope et al. 2009; Belušić et al. 2013). However, it has been shown that the usual clustering techniques return meaningless results when directly applied to sliding and overlapping time series subsequences, because they always yield cluster centers in the form of a sinusoid, regardless of the dataset (Keogh and Lin 2005). Therefore, if the goal of analysis is to extract and classify events from time series, then a solution is to employ a preprocessing step before clustering. As a result, the method developed here consists of two steps. The first step extracts events from time series using a simple distinction between signal (i.e., events) and noise, and the second step classifies the events using hierarchical clustering. When distinguishing between events and noise in the first step, the characteristics (i.e., color) of noise are assumed to be known a priori. A specific test for that noise color can then be developed and performed for a given scale of interest. Having performed the noise test, the events are defined simply as those subsequences of time series that are significantly different from the noise.

a. Noise tests for time series

The first step of the method depends on the specification of the characteristics of background noise in a time series. Here, we use two different noise models, which do not exhaust all possibilities for formulation of noise characteristics in various applications.

1) WHITE NOISE TEST

White noise is a process most frequently seen in time series in which data points at different times are not correlated. The Ljung–Box test is applied here for examining whether data points are independently distributed (Box and Pierce 1970). The test is defined as

\( H_0 : \) Data are independently distributed.

\( H_1 : \) Data are not independently distributed.

The test statistic is

\[
Q = n(n + 2) \sum_{k=1}^{h} \frac{(\hat{\rho}_k^2)}{n-k},
\]
2) Red noise test

Red noise is modeled as a first-order autoregressive process. Given a time series with red noise, the white noise test from section 2a(1) would not recognize any part of the time series as noise; hence, a separate test for red noise needs to be introduced.

Equation (1) defines an AR(1) process as a first-order autocorrelation model with the error term represented by a white noise process:

\[ x(t) = \phi x(t - 1) + \epsilon(t), \quad (1) \]

where \( x(t) \) is a time series, \( \phi \) is the first-order autocorrelation coefficient (\( 0 < \phi < 1 \)), and \( \epsilon(t) \) is the white noise process with standard deviation \( \sigma \). In short, a red noise process can be interpreted as an AR(1) process with positive correlation at unit lag (von Storch and Zwiers 1999; Chen et al. 2013).

Considering that AR(1) modeling is only applicable and limited to stationary processes and that some time series are nonstationary, a stationarity test is applied first to the given time series \( x(t) \). A nonparametric test called Phillips–Perron (PP) unit root test (Banerjee et al. 1993; Perron 1988) is used here, as it does not assume any characteristic structure of the data. This test is for the null hypothesis that \( x(t) \) has a unit root (i.e., it is nonstationary) against a stationary alternative. The test has been implemented in many statistical software packages, such as R package statistics (R Core Team 2013) and Matlab toolbox econometrics. Further details of the test can be found in Banerjee et al. (1993) and Perron (1988). If \( x(t) \) is nonstationary according to the test, then \( x(t) \) is different from red noise because red noise is a stationary process. In this case, we assign \( p = 0 \), which is consistent with \( x(t) \) being different from noise [see section 2a(1)]. Otherwise, if \( x(t) \) is stationary, the following red noise test, which is based on the definition of an AR(1) process, is applied. First, the AR(1) model \( \hat{x}(t) = \phi x(t - 1) \) is fitted to the time series \( x(t) \), and the residuals \( \epsilon(t) = x(t) - \hat{x}(t) \) are calculated. Then, the white noise test is performed on the residuals. If the residuals are white noise, then the underlying process of the given time series is claimed to be red noise.

Defining the characteristics of noise is not necessarily a straightforward task for real-world data. For example, the focus of this study is on atmospheric time series, which are generally characterized by red noise (e.g., von Storch and Zwiers 1999; Ghil et al. 2002; Chen et al. 2013). However, red noise, or an AR(1) process, is frequently fitted to climate time series in order to reproduce the signal rather than to represent the background noise. It should be recalled here that AR(1) is a stationary linear stochastic process that does not support oscillations (e.g., von Storch and Zwiers 1999). Defining events in the present method as non-AR(1) processes means that the events are nonstationary, oscillatory, and/or nonlinear motions. Other signals end up classified as noise, which can contain physical AR(1)-like motions, measurement errors, or any other white or red noise signal, none of which are of interest in this context. Additional discussion of these matters is given in section 5.

b. The first step: Event detection

The first step locates and detects events by performing a noise test on sliding subsequences extracted from the time series. A subsequence is considered to be an event if its characteristics are significantly different from noise. This step is both the major strength and weakness of the method, as it ensures that events can be distinguished from noise even with high noise levels, but it can only be applied if noise separates individual events or at least trains of events in the time series. The procedure is as follows. Using a sliding window, a noise test is performed on each subsequence. A subsequence \( x_q(t) \) for a time series \( x(t) \) with length \( m \) is defined as

\[ x_q(t) = (x\{t_q\}, \ldots, x\{t_{q+l-1}\}) \]

for \( 1 \leq q \leq m - l + 1 \), where \( l \) is the sliding window size, which is also the length of the subsequence. The sliding window sizes \( l \) are prechosen according to the scales of interest. For the analysis of multiple scales, various tests have shown that better results are obtained by keeping \( l \) constant and block averaging the time series to a desired scale. This is a consequence of the dependence of the test statistic \( Q \) on \( l \), and keeping \( l \) constant returns consistent results for all scales. After performing a noise test, a test \( p \) value is obtained for each subsequence. Assuming the test \( p \) value of the \( q \)th subsequence \( x_q(t) \) is \( p_q \), the result is a \( p \) value series: \( p_1, p_2, \ldots, p_{m-l+1} \). When the subsequence test \( p \) value is smaller than a predefined significance level, we reject \( H_0 \) from section...
2a(1). This means that the subsequence’s raw data points for white noise test or residuals for red noise test are correlated, which in turn implies that the subsequence is significantly different from noise. Such subsequence is defined as a potential event. If there exists a real event starting at some time point \( t_0 \) with the time-scale \( \Delta_t \), a noise test on sliding subsequences will in general return consecutive potential events from the time point \( t_0 - \Delta_{t_1} \) to \( t_0 + \Delta_{t_2} \), where \( \Delta_{t_1,2} \leq \Delta_t \). Therefore, an event is defined only if the consecutive sequence of potential events is long enough. In that case, the central potential event in the progression is chosen to represent the final event in order to avoid fractional events that do not contain a complete pattern.

More formally, a “potential event” is defined as a subsequence whose noise test \( p \) value is smaller than a predefined significant level. Here, we use \( \alpha = 0.05 \). Assume there exists a consecutive progression of \( p \) values \( p_s, p_{s+1}, \ldots, p_e \) which satisfies

(i) \( p_i \leq \alpha, i = s, s+1, \ldots, e \)

(ii) \( e - s \geq l/2 \).

Then, we define the middle subsequence \( x_{[(e-s)/2]}(t) \) as “the event” for which we are searching, which is the complete pattern. This definition of the event will be somewhat relaxed when applying the method to complex real-world data.

This step tacitly assumes the existence of noise regions between individual events or trains of events, because, otherwise, the method could not distinguish between different events. This needs to be considered in applications of the method. The applications to the real-world atmospheric turbulence show that this apparent limitation is not important there, since the time series appear to be composed of intermittent non-AR(1) structures embedded between the regions characterized by AR(1) processes.

In this step, the users need to choose \( l \). At present, this choice is subjective and is based on experience and context. In special situations, such as for canopy turbulence, one could use well-established wavelet techniques for determining the relevant time scale (e.g., Collineau and Brunet 1993) and choose \( l \) accordingly. However, a general recommendation cannot be given at the current level of understanding. As we also see, this step extracts events from time series without organizing them in categories or clusters. This motivates us to design the second step in order to cluster the extracted events for the convenience of comparing and characterizing different types of events.

It should be noted that other techniques could be used for the method’s first step. One such example is commonly used wavelet-based approaches for extraction of structures. Wavelets are not used here because they favor large-amplitude events or signals, they do not distinguish between signal and noise of comparable amplitude, and they tend to detect structures even when only noise is present in time series (e.g., Collineau and Brunet 1993). An example for the latter is that given an artificial time series of linear stationary stochastic Gaussian process without periodicity [i.e., a Gaussian AR(1) process], the wavelet-based methods will find a number of structures, regardless of the fact that the structures are usually considered to be nonlinear, non-Gaussian, etc. While wavelets work well for time series where relatively known structures are present, such as in convective or canopy turbulence, the above-mentioned wavelet issues could pose serious limitations in stable situations or in other applications where building blocks of time series are similarly unknown. Additional discussion about wavelet characteristics is given in section 3b(3).

c. The second step: Clustering of detected events

Clustering is one of the most important tools used by the data analyzers (Williams 2011). It aims to organize objects into groups such that objects in the same group are similar to one another and different from those in other groups. This is achieved by clustering on the basis of a distance measure between observations. The technique separates data into clusters that are easier for the analysts to compare and interpret. Hierarchical clustering is one of the most widely used data clustering methods. The idea is to build a binary tree of the data that successively merges similar groups of points according to a dissimilarity measure until all the data are merged into a single cluster. Then, the visualization of this tree provides a direct and useful summary of the data. In the end, a choice needs to be made on the number of clusters.

In this step, we use clustering analysis to find the similarity among the events obtained in the first step. To account for the global characteristics of the extracted events, a feature-based hierarchical clustering method is used (Wang et al. 2006). In this approach, each extracted event is first described using a feature vector, and then the events are clustered according to the Euclidean distances among the feature vectors rather than the distances among the raw data of events. The feature set can be chosen for a specific application to best capture the underlying characteristics of the events. In this paper, the following features of subsequences are considered: standard deviation, nonlinearity (Wang et al. 2006), serial correlation (Wang et al. 2006), trend, period, kurtosis, skewness, and nonsmoothness, as well as the maximum, minimum, standard deviation, serial correlation, and kurtosis of the first-order difference of the subsequences. The
period for $x(t)$ is a revised version of the algorithm in Wang et al. (2006) and is determined as follows:

- Calculate the autocorrelation function (acf) for all lags up to $\frac{1}{3}$ of the time series length $n$.
- A local peak is defined at the lag where the acf value is larger than five points before and after it.
- The period is defined as the first peak that is larger than the critical value $1.96/\sqrt{n}$ (Enders 2003).
- If no peak satisfies the condition above, then there is no periodicity in $x(t)$.

The nonsmoothness is defined as $\sigma_D/D$, where $D(t) = x(t + 5) - x(t)$. The other features can be easily obtained using their usual definitions or from the cited references. Besides the above-mentioned statistical features, other features that can characterize events in a specific real-world context should also be considered (see section 4).

To summarize, the second step groups the $n_e$ events extracted in the first step in a $d$-dimensional (with $d$ being the number of features in the chosen feature set) feature space in order to obtain $k < n_e$ typical clusters of events. In this step, the users need to choose a set of features relevant to their applications and the number of clusters.

d. Phase randomization

At least some of the detected events in atmospheric time series will be coherent structures. Some definitions of coherent structures require the existence of spectral phase correlation (e.g., Provenzale et al. 1992; Gilliam et al. 2000; Chian et al. 2008). As a result, randomization of phase should remove the coherent structures from time series (e.g., Campanharo et al. 2008; Belušić and Mahrt 2012). Therefore, if the method works properly, then it should find considerably more events before than after phase randomization. This fact can be used to validate the first step of the method.

The phase-randomization procedure for a subsequence is as follows: 1) Take the Fourier transform of the subsequence to obtain the spectral amplitude and phase. 2) Randomize the phase information by randomly re-shuffling phases while keeping the amplitudes unchanged. 3) Use the inverse Fourier transform to return to the time domain. This results in a phase-randomized surrogate of the original subsequence. The results of the method validation using phase randomization are shown in section 5b.

3. Application to artificial data

Artificial time series are generated with the goal of testing the method in controlled environments. A known number of different structures are inserted in noise of various levels and characteristics. The complexity of noise increases toward red noise, which is a step that leads toward applications to real-world datasets.

a. Data generation

The three basic shapes from the classic Cylinder–Bell–Funnel dataset (Keogh and Kasetty 2002) are used to create the time series. The cylinder is characterized by a plateau from time $a$ to $b$, the bell by a gradual increase from $a$ to $b$ followed by a sudden decline, and the funnel by a sudden increase at time $a$ and a gradual decrease until $b$. Here, we call these shapes box, ramp–cliff, and cliff–ramp, respectively, and they represent the typical shapes of structures found in atmospheric time series (e.g., Belušić and Mahrt 2012), as well as in many other fields. A sine function is additionally included to represent a typical wave signal. The length of the region containing a shape is kept fixed to 128 points. To make the task of finding shapes more challenging and hence closer to realistic data, the shapes have variable lengths smaller than 128 points. The start and end points of shapes vary: $a$ from 16 to 32 points and $b$ from 64 to 128 points. Figure 1 shows an instance of each of the four shapes with some Gaussian noise added.

1) TIME SERIES WITH WHITE NOISE

Using the four basic shapes, a dataset is generated that contains five instances of each pattern with white noise added as the background. The 20 shapes are distributed in random order, and two neighboring shapes are always separated by a white noise time series with the same length (128 points). The white noise series is generated using a random number generator following a normal distribution $N(0, \sigma^2)$. An instance of generated artificial time series with standard deviation $\sigma = 1$ is shown in Fig. 2 (top).
2) TIME SERIES WITH HIGHER WHITE NOISE LEVELS

The robustness of the method to the level of noise is examined by generating a time series with the level of white noise of $3\sigma$. [See Fig. 5 (top) for the artificial time series with noise level $N(0, 3^2)$.] 

3) TIME SERIES WITH RED NOISE

As a step toward atmospheric turbulence data, artificial time series are generated with red noise. The first half of this artificial time series consists of four basic shapes and background red noise: $x(t) = \phi x(t-1) + \epsilon(t)$, where $\phi = 0.4$ and $\epsilon(t) \sim N(0, 1)$. The second half consists of two different segments of red noise with equal lengths, where $\phi = 0.4$, $\epsilon(t) \sim N(0, 1)$, and $\phi = 0.8$, $\epsilon(t) \sim N(0, 4)$, respectively. (The generated time series is shown in Fig. 6.)

b. Results

1) BACKGROUND WHITE NOISE

In this case, we know that the length of the embedded shape regions is 128 points, so we use a sliding window with the same length ($l = 128$ points) for extracting shapes. In real-world cases, $l$ is not known a priori and its values are determined according to the scales of interest. For the second step of the method, the following features are used for this dataset to summarize the extracted shapes: standard deviation, nonlinearity, serial correlation, and trend, and maximum, minimum, standard deviation, and serial correlation of the first-order difference of the subsequences. Figure 2 (bottom) depicts the $p$-value series of the sliding subsequences of length 128 points extracted from the artificially generated time series in Fig. 2 (top). Notice that each shape is related to a sequence of $p < \alpha = 0.05$, so the choice needs to be made about the exact location of the shape. Here, we use the middle subsequence according to the definition above. It should be mentioned that although the shapes of the structures are known a priori in this example, the method does not assume that. The latter is important for applications to general real-world cases. The method finds 20 shapes, which are shown in Fig. 3. As can be seen from the figure, these are exactly the 20 shapes that were used to generate the time series: five instances of box, ramp-cliff, cliff-ramp, and sine shapes.

Once the shapes are extracted, hierarchical clustering is performed on them in the feature space in order to group similar types of shapes together. The dendrogram for the hierarchical clustering is shown in Fig. 4 (Wang et al. 2006). It is cut into four clusters since in this case we know that four types of shapes are included in the time series. As the figure shows, same patterns are clearly grouped together, regardless of the differences in lengths or start and end points of shapes. This is one of the highlights of the present approach. It clusters the shapes based on features rather than raw data, which means that shapes with similar characteristics but different lengths or lags are recognized as similar and clustered together, although the Euclidean distances based on raw data are large. This is an important advantage of the method when applied to real-world data because the shapes in real world are never with exactly the same durations or phases.

2) HIGHER LEVELS OF BACKGROUND WHITE NOISE

The above section shows that the new algorithm performs well at finding shapes from artificial time series under a certain noise level. The task becomes more
challenging with higher noise values because of the difficulties in distinguishing shapes from noise. To illustrate the results, Fig. 5 (bottom) shows the \( p \) value series corresponding to the time series with 3\( \sigma \) noise level. According to the \( p \) value series and the definition of shapes, 20 shapes are detected. Even with the magnification of the noise level to 3 times the original, the method can still clearly separate shapes from noise. The visual recognition of shapes from the time series would be difficult with this level of noise. The clustering returns the same results as before since the shapes are correctly extracted, so that step is not repeated here.

3) BACKGROUND RED NOISE

The red noise test is applied to the artificial data with four shapes and the background red noise, shown in Fig. 6. The white noise test would not recognize any part of this time series as noise, meaning that the entire time series would be seen as a single large shape. This indicates the importance of correct modeling of background noise before applying the method. Using the present method, the four shapes are correctly detected (Fig. 6, top). Figure 6 (bottom) depicts the structures detected by a wavelet-based method that is commonly used for coherent structure detection (e.g., Thomas and Foken 2005; Barthlott et al. 2007). The method detects structures at zero crossings of wavelet coefficients for a certain scale. The wavelet method also finds all four shapes in the first half. However, it detects some noise regions as structures as well. This is particularly evident for the red noise with \( \phi = 0.8, \epsilon_i \sim N(0, 4) \) in the last quarter of the time series, which may be confused for structures by appearance. Applying the threshold of 40% of the absolute maximum of the coefficients at that scale, which was introduced in Barthlott et al. (2007) for reducing the number of false detections, partially helps by reducing the detection of small-amplitude noise as structures. Regions with larger-amplitude noise are still detected as

![Fig. 3. The 20 shapes extracted from the artificial time series shown in Fig. 2 (top). The dashed lines in the background show the original shapes used to generate the time series.](image-url)
4. Application to real-world turbulence data

a. Data description

Data from the 1999 Cooperative Atmosphere–Surface Exchange Study (CASES-99) are used to test the performance of the method on real-world turbulence. CASES-99 was conducted over a relatively flat-terrain rural grassland site near Leon, Kansas, during October 1999 (Poulos et al. 2002). As a part of the extensive observations, a 60-m tower was equipped with thermocouples at 34 vertical levels (0.23, 0.63, 2.3 m, and every 1.8 m above 2.3 m) that sampled air temperature five times per second (Sun et al. 2012), while 20-Hz sonic anemometer measurements were taken at seven levels (1.5, 5, 10, 20, 30, 40, 50, and 55 m).

We use 1-s averages of the thermocouple and sonic anemometer data. The thermocouple at the seventh level (9.5 m) from 1100 LST 5 October to 1100 LST 6 October is analyzed for extraction, clustering, and explanation of shapes of structures. The purpose of using this time period from CASES-99 is to benefit from a number of previous studies that have examined the underlying physical mechanisms of several isolated events on that day. The performance of the method on a real-world dataset is then easily validated by comparing the results with the previous studies.

b. Event extraction and clustering

As discussed before, red noise is used to represent the background noise of real-world turbulence data. Accordingly, we use the red noise test for the first step of the method. Faced with the usual case of a consecutive progression of \( p \) values \( p_s, p_{s+1}, \ldots, p_e \) of the corresponding subsequences, which satisfy the two rules in the definition of the event (see section 2b), the event would be chosen as the middle subsequence for simple artificial data with known lengths of shapes. In the real-world

FIG. 4. Dendrogram from hierarchical clustering of the extracted shapes based on features; the vertical line shows where the binary tree is cut to get the four basic types of shapes.

FIG. 5. As in Fig. 2, except that the white noise level is increased to 3 times as before. (top) The detected shapes are colored red.
context, choosing only the middle subsequence might result in losing certain parts of the event or train of events. This uncertainty is the consequence of the non-existence of clear scale separation in the atmospheric flow, whereby events at scales that are somewhat smaller or larger than the prescribed $l$ are still significantly different than smaller-scale noise over the range $l$. So, to take into account a tradeoff between not losing events and not keeping too much background noise, in real-world applications we choose the segment from the time point $s + l/4$ to the time point $(e + l - 1) - l/4$, where $s$ is the starting point of the $s$th potential event and $e + l - 1$ the ending point of the $e$th potential event. The length of $l/4$ that is discarded within the first and last potential event was determined by trial and error to avoid keeping too much noise before and after the event. The latter does not impact the final result, because the clustering part of the method is based on global characteristics of events and, as such, it is not influenced by the existence of some noise at the edges of events. With such choice, $l$ is the minimum length of a recognized event, and there is no upper limit to the length of an event.

Using $l = 120$ s (120 points on 1-Hz data), the first step of the method returns 102 events from the temperature time series. Each event is then characterized by a feature vector describing its global characteristics. For this dataset, the following features are used: standard deviation, kurtosis, skewness, period, and nonsmoothness, and maximum, minimum, and kurtosis of the first-order difference of the subsequences. Thus, the hierarchical clustering algorithm is supposed to cluster the 102 eight-dimensional feature vectors into groups to find similarities among them. However, correlation analysis on the 102 events shows that some of the eight features are correlated; for example, the correlation between the kurtosis and the kurtosis of the first-order difference is 0.91. Therefore, before clustering, we apply principal component analysis (PCA) to the feature vector to reduce the correlation as well as the dimension. By inspecting the eigenvalues, we choose the first five PCA components to represent the original eight features. Visualization of the clustering is shown in the binary tree in Fig. 7. To make the groups clearly separated, the tree is cut into six clusters shown in the six sidebars in Fig. 7. The number of clusters was chosen subjectively by visualizing the heat map and examining the results for several different numbers of clusters.

c. Characteristics of events

The following demonstrates the advantages of clustering the events and illustrates that the underlying mechanisms are physically meaningful. Figure 8 shows the transition of cluster numbers for the extracted events together with the stability associated with each underlying structure. The stability is quantified by the gradient Richardson number $\text{Ri} = (g/\theta_0)\overline{\partial \theta/\partial z} (\overline{\partial V/\partial z})^{-2}$, where $g$ is the gravitational acceleration, $\theta$ is the potential temperature, $V$ is the wind vector, and the overbar
denotes the time average over the duration of an event. The vertical gradients are calculated using the 1.5- and 10-m levels for $V$, and 0.63- and 9.5-m levels for $\theta$. The time evolution of clusters is related to the evolution of the stability, although the stability is not one of the features used in the clustering procedure. This indicates that clustering is able to group together structures with similar physical characteristics, given only a single-variable time series as the input.

Figure 9 depicts the average depth of structures for each cluster. Since some structures are tilted vertically, the depths are determined by calculating the lagged vertical correlation. The correlation is calculated between the studied thermocouple at 9.5 m and the remaining 27 levels aloft for each event. To avoid spurious correlations, the maximum allowed lag, which depends on the event length $l_e$, is chosen to be $10\log(l_e)$. The maximum lagged correlation coefficients are averaged at each height for all events in a cluster, and the average depth of each cluster is obtained as the height where the vertical correlation coefficient falls below $1/e$. Clusters 1, 2, and 6 are characterized by deep events, particularly cluster 6, where the average structure depth is larger than the tower height, so it could not be determined. Combining this information with previous results yields that clusters 1 and 2 are predominantly composed of deep statically unstable events, while cluster 6 contains deep stable events. Structures in cluster 3 are shallow with unstable stratification, and those in cluster 5 are shallow and stably stratified. The distinction between deep and shallow events sustains the usefulness of the present clustering method in that it distinguishes between both the stability and depth of structures even though that information is not fed to the method. It also implies that the characteristics of events in time series carry the information of a wide range of characteristics of underlying structures, which leads to the possibility of classifying and understanding certain atmospheric processes solely from their traces in single-point time series. The latter is clearly true for some specific cases, but is limited for complex three-dimensional motions.

To further visualize the clustering results, Fig. 10 depicts examples of events in each cluster, and Table 1 shows the main characteristics of the six clusters. To summarize, the cluster 1 examples have the structure typical of periodical deep ramp structures in unstable atmospheric conditions (see Table 1). At the same time, cluster 5 contains periodic but shallow structures in stable conditions. Two of the six clusters, clusters 2 and 3, contain all the single-cycle ramp shapes in unstable conditions. Figure 9 shows that the ramp structures in cluster 2 are mostly deep, while those in cluster 3 are shallow but sharper since this cluster has the largest kurtosis value. Ramplike shapes in near-neutral conditions are
grouped in cluster 4. Meanwhile, the smoothest shapes go to cluster 6. The cluster 6 structures are deep and apparently wavelike.

A closer look at individual events further demonstrates their physical origin. For example, Fig. 11 shows the time–height cross sections of temperature and vertical velocity for a ramplike event from cluster 2. The structure is similar to the one visualized from sodar data using a wavelet transform in Thomas et al. (2006). The temperature and vertical velocity are in phase over the tower height, closely resembling the ramps in the convectively unstable ABL studied by, for example, Wilczak (1984) and Williams and Hacker (1992). Another example is the event from cluster 6 that starts at 1917:06 LST 5 October. It is a part of the wavelike top-down event studied by Sun et al. (2012) that was found to be responsible for turbulence intermittency. The example event for cluster 5 that starts at 2339:03 LST 5 October is again a part of the Kelvin–Helmholtz instability event that was thoroughly examined in previous studies using other available data during CASES-99, such as radiosondes and a Doppler lidar (e.g., Blumen et al. 2001; Poulos et al. 2002; Sun et al. 2012). Further analysis of physical mechanisms is left for a follow-up study.

5. Testing the event extraction approach

An important assumption of the first step of the method in real-world atmospheric application is that an event can be defined as a non-AR(1) process. The suitability of such assumption might not be immediately obvious, so we proceed with two tests that justify this approach. The first test, which is more qualitative, introduces a nonlinear component into the linear AR(1) model (Gluhovsky and Agee 2007) and examines the behavior of the event extraction method. As shown below, the time series generated with higher levels of nonlinearity visually exhibit more expressed shapes. The second test investigates changes of event numbers after performing phase randomization (Dahlhaus et al. 2010).
on a real-world time series. The two tests are presented in detail below.

**a. Artificial AR(1) time series with a nonlinear component**

We randomly generate 1000 AR(1) time series with $l = 500$:

$$x(t) = \phi x(t - 1) + \epsilon(t),$$

where $0 < \phi < 1$ and $\sigma_{\epsilon}^2 = 1 - \phi^2$, which makes $\sigma_{\epsilon}^2 = 1$. We use $\phi = 0.9$ here to be consistent with the values found from the real-world case.

The next step is introducing a nonlinear component into the 1000 generated time series (Gluhovsky and Agee 2007):

$$y(t) = x(t) + a[x^2(t) - 1],$$

where $a$ is a parameter that controls the nonlinearity of $y(t)$.

Figure 12 illustrates the changes that occur in the time series as the nonlinearity increases. It is clear even from simple visual inspection that individual shapes become more distinguishable with stronger nonlinearity. The event extraction method should be able to recognize such differences quantitatively. This is verified by examining the response of the method’s red noise test to increasing nonlinearity. The percentage of time series with $p > 0.05$ is determined for each value of $a$, where $a$ ranges from 0 to 0.4 by 0.02. Recall that $p > 0.05$ indicates noise. Figure 13 shows that the percentage decreases with the increase of $a$. This means that time series become less AR(1)-like as the nonlinearity increases, which implies that the method correctly finds more events with stronger nonlinearity.

**b. Phase randomization**

As described in section 2d, phase randomization removes coherent structures from time series and can be

---

**Table 1. Main characteristics of each cluster.** The smoothness, defined as $D/\sigma_D$, where $D(t) = x(t + 5) - x(t)$, is shown instead of its reciprocal—the nonsmoothness defined in section 2c—for the purpose of legibility.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Ri</th>
<th>Depth (m)</th>
<th>Smoothness</th>
<th>Kurtosis</th>
<th>Skewness</th>
<th>Period (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.07</td>
<td>35.9</td>
<td>3.37</td>
<td>3.85</td>
<td>1.02</td>
<td>31</td>
</tr>
<tr>
<td>2</td>
<td>-0.73</td>
<td>35.9</td>
<td>3.78</td>
<td>3.72</td>
<td>0.98</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>-0.40</td>
<td>14.4</td>
<td>3.72</td>
<td>9.47</td>
<td>1.82</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>14.4</td>
<td>9.48</td>
<td>3.04</td>
<td>0.29</td>
<td>No</td>
</tr>
<tr>
<td>5</td>
<td>0.12</td>
<td>7.2</td>
<td>8.20</td>
<td>3.61</td>
<td>0.62</td>
<td>23</td>
</tr>
<tr>
<td>6</td>
<td>0.70</td>
<td>&gt;48.6</td>
<td>12.68</td>
<td>2.26</td>
<td>0.20</td>
<td>No</td>
</tr>
</tbody>
</table>

---

**Fig. 10.** Examples of events from the six clusters: two instances are shown from each cluster. The time of onset of an event is given in each title (the times are between 1100 LST 5 Oct and 1100 LST 6 Oct).
used to validate the present method. The number of detected events is expected to be significantly smaller in the phase-randomized data compared with the original data. It should be noted that the present method does not detect only the coherent structures defined in the usual ways. For example, a periodic wave is not strictly a coherent structure because of the absence of phase correlation (e.g., Kuznetsov and Zakharov 2000), but it is still recognized as an event by our method. To alleviate the phase-randomization test, we choose a part of the CASES-99 temperature time series during the daytime convective conditions, when the typical ramplike coherent structures dominate the flow (Wilczak 1984). The length of the chosen section of the time series is \( N = 20,000 \). The performance of the event extraction method is tested by comparing the number of events obtained from two time series of \( p \) values—\( p_1(t) \) and \( p_2(t) \). We obtain \( p_1(t) \) from the unmodified data using the red noise test as in section 2b, while \( p_2(t) \) is obtained by phase randomizing each subsequence before performing the red noise test. The number of events obtained by the method before phase randomization is 26. Using the average over 100 realizations of phase randomization in order to reduce the uncertainty, only six events are found after phase randomization. This indicates that the method does not falsely recognize events that are not present in the time series.

6. Conclusions

A new method for classification of events from time series is developed. The method distinguishes between signal and noise, provided that the nature of the background noise in time series is known in advance. The method is based on two steps:

- A noise test is performed on each sliding subsequence from the time series. The events are extracted as subsequences that are significantly different from noise. This step requires the specification of the characteristics or color of the background noise. Tests are done with white and red noise for artificially generated time series, while red noise is assumed as the model for real-world atmospheric datasets.
- The extracted events are clustered into similar patterns. The second step is based on a set of features that carry the information about global characteristics of an event. This feature-based clustering yields substantially better results than clustering based on raw data.
The method is robust to high levels of noise, which is advantageous regarding the ubiquity of very noisy time series. The application to atmospheric boundary layer time series shows that the method successfully extracts realistic flow structures. The feature-based clustering of the extracted events groups them into clusters with similar physical characteristics, even though the only input into the clustering method is single-variable time series. Finally, the events are detected automatically without predefining geometries or assuming underlying physical processes. This makes the method a useful tool in exploratory analysis of the dynamics behind time series.

The method is also very flexible and can be tailored to different purposes. The first step can be adjusted to different noise characteristics and the definition of the event can be modified. The second step is highly customizable by choosing different sets of features that are best suited for a specific purpose. The method can be potentially used in areas such as searching for nonnoise patterns in solar wind time series (Bolzan et al. 2009), financial time series with underlying red noise (Fu et al. 2001), and other areas concerned with extracting meaningful events from different types of noise.
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