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ABSTRACT

This paper revisits the evolution of an idealized tropical cyclone–like vortex forced by a prescribed distribution of diabatic heating in the context of both inviscid and frictional axisymmetric balance dynamics. Prognostic solutions are presented for a range of heating distributions, which, in most cases, are allowed to contract as the vortex contracts and intensifies. Interest is focused on the kinematic structure and evolution of the secondary circulation in physical space and on the development of regions of symmetric and static instability. The solutions are prolonged beyond the onset of unstable regions by regularizing the Sawyer–Eliassen equation in these regions, but for reasons discussed, the model ultimately breaks down. The intensification rate of the vortex is essentially constant up to the time when regions of instability ensue. This result is in contrast to previous suggestions that the rate should increase as the vortex intensifies because the heating becomes progressively more “efficient” when the local inertial stability increases. The solutions provide a context for reexamining the classical axisymmetric paradigm for tropical cyclone intensification in the light of another widely invoked intensification paradigm by Emanuel, which postulates that the air in the eyewall flows upward and outward along sloping absolute angular momentum ($M$) surfaces after it exits the frictional boundary layer. The conundrum is that the classical mechanism for spinup requires the air above the boundary layer to move inward while materially conserving $M$. Insight provided by the balance solutions helps to refine ideas for resolving this conundrum.

1. Introduction

Reduced models have played an important educational role in the fields of dynamic meteorology and geophysical fluid dynamics. These reduced models, traditionally referred to as balance models, are based on rational simplifications of Newton’s equation of motion and the thermodynamic energy equation to exploit underlying force balances and thermodynamic balances that prevail in certain large-scale flow regimes (McWilliams 2011; M. E. McIntyre 2008, unpublished manuscript) and also in coherent structures, such as atmospheric fronts (Eliassen 1962; Hoskins and Bretherton 1972) and vortical flows (McWilliams et al. 2003).

A scale analysis of the underlying equations for an axisymmetric tropical cyclone–scale vortex shows that, to a first approximation, the flow is mostly in gradient and hydrostatic balance, and hence in thermal wind balance (Willoughby 1979). Exceptions to this leading-order balance include the frictional boundary layer and possibly localized regions in the upper troposphere, where the flow may be inertially and/or symmetrically unstable. The validity of the balance approximation has underpinned the classical theory for tropical cyclone intensification, which invokes the convectively induced inflow through the lower troposphere to draw absolute angular momentum ($M$) surfaces inward at levels above
the frictional boundary layer, where absolute angular momentum is approximately conserved [Ooyama (1969, 1982); see also Montgomery and Smith (2014, 2017) for up-to-date reviews of paradigms for tropical cyclone intensification]. Over the years the validity of the balance approximation has been exploited in the formulation of numerous idealized theoretical and numerical studies of axisymmetric and weakly asymmetric tropical cyclone behavior (e.g., Ooyama 1969; Sundqvist 1970a,b; Smith 1981; Shapiro and Willoughby 1982; Schubert and Hack 1982; Hack and Schubert 1986; Schubert and Alworth 1982; Emanuel 1986; Shapiro and Montgomery 1993; Möller and Smith 1994; Montgomery and Shapiro 1995; Möller and Montgomery 2000; Wirth and Dunkerton 2006; Schubert et al. 2007; Rozoff et al. 2008; Pendergrass and Willoughby 2009; Vigh and Schubert 2009; Emanuel 2012; Schubert et al. 2016; Heng and Wang 2016).

In the case of strictly axisymmetric dynamics, the assumption of thermal wind balance allows the derivation of a single, linear, diagnostic partial differential equation for the streamfunction of the secondary (overturning) circulation in the presence of forcing processes such as diabatic heating and tangential friction that, by themselves, would drive the vortex away from such a state of balance. This diagnostic equation is often referred to as the Sawyer–Eliassen equation (or SE equation). Echoing Pendergrass and Willoughby (2009, p. 805), “a strong, slowly evolving, axially symmetric vortex is a good place to start analysis of tropical cyclone structure and intensity, provided that the analyst recognizes that rapidly changing parts of the flow will generally need to be treated as nonbalanced, perhaps nonlinear, perturbations.”

Recent studies of the fluid dynamics of tropical cyclones have shown that the azimuthally averaged radial flow emerging from the boundary layer in an intensifying tropical cyclone has an outward radial component and, in a broad sense,1 the air in the developing eyewall, itself, is moving upward and outward (e.g., Xu and Wang 2010, Fig. 1; Fang and Zhang 2011, Fig. 5; Persing et al. 2013, Figs. 10a,c, 11a,c; Zhang and Marks 2015, Fig. 4; Stern et al. 2015, Figs. 14b, 15b; Schmidt and Smith 2016, Figs. 9b, 10b, 11). In these situations the spinup of the eyewall cannot be explained by the classical axisymmetric mechanism (Schmidt and Smith 2016; Montgomery and Smith 2017). The key question is, Could the spindown tendency of radial outflow be reversed by a larger positive tendency from the vertical advection of $M$ in a balance formulation,2 or is spinup within a (nonlinear) boundary layer essential to account for the spinup of the eyewall? In either case, the $M$ surfaces would need to have a negative vertical gradient in the region of net spinup.

Traditionally, the classical model for spinup is presented in terms of axisymmetric balance theory (e.g., Ooyama 1969; Willoughby 1979; Shapiro and Willoughby 1982; Schubert and Hack 1982),3 which is an example of a reduced model. To understand how departures from the balance model might come about in numerical model simulations and in the real world, one needs to know in detail how spinup occurs in the balance model itself. In particular, one needs to know how the $M$ surfaces are structured at low levels in the eyewall in this model. Furthermore, one needs to understand the structure of the secondary circulation in relation to these $M$ surfaces.

The foregoing axisymmetric studies of tropical cyclones can be subdivided into ones where a prognostic theory is developed and solved for the vortex evolution (e.g., Ooyama 1969; Sundqvist 1970a,b; Schubert and Alworth 1982; Möller and Smith 1994; Emanuel 1995, 2012; Schubert et al. 2016) and ones where the SE equation is solved diagnostically for the secondary circulation in the presence of a prescribed forcing mechanism (or mechanisms), possibly with an examination of the instantaneous tangential wind tendency accompanying the calculated overturning circulation (e.g., Smith 1981; Shapiro and Willoughby 1982; Schubert and Hack 1982; Hack and Schubert 1986; Rozoff et al. 2008; Bui et al. 2009; Pendergrass and Willoughby 2009; Wang and Wang 2013; Abarca and Montgomery 2014; Smith et al. 2014). In the former cases, the early studies by Ooyama and Sundqvist incorporated a parameterization of deep cumulus convection, while those of Schubert and Alworth and Möller and Smith used a prescribed heating distribution in the model coordinates: potential radius $R$ in the horizontal and potential temperature $\theta$ in the vertical.4 The recent study by Schubert et al. (2016) focused

---

1 Actually, the adjustment of the flow emanating from the boundary layer has the nature of an unsteady centrifugal wave with a vertical scale of several kilometers, akin to the vortex breakdown phenomenon (Rotunno 2014 and references within) Above the low-level outflow layer there is sometimes an inflow layer that is part of the wave and not directly associated with convectively driven inflow.

2 Unless otherwise stated, the term balance formulation is used to mean strict hydrostatic and gradient wind balance above and within the boundary layer, assumptions that are required by such a formulation, but the latter balance constraint is a significant limitation of the formulation vis-à-vis reality.

3 Unlike Ooyama’s three-layer formulation on which the classical model is based, Willoughby (1979), Shapiro and Willoughby (1982), and Schubert and Hack (1982) considered vortices with continuous vertical variation in which the vertical advection of tangential momentum plays a role in spinup also.

4 The potential radius $R$ is defined by $(1/2)fR^2 = rv + (1/2)f\rho$, where $r$ denotes the ordinary radius in a cylindrical polar coordinate system, $v$ is the azimuthal (tangential) velocity in this coordinate system, and $f$ is the Coriolis parameter. Note that $R^2 = 2M/f$. 
on a highly simplified shallow water model in which the
effects of convective heating were modeled as a mass sink
as in the one-layer balance model of Smith (1981).

The use of $R-\theta$ coordinates leads to an elegant
mathematical formulation of the problem, but solutions
portrayed in this space can sometimes obscure the
underlying physical processes of intensification because
the secondary circulation that is fundamental to vortex
spinup is implicit in the formulation. The same remark
applies to the many theoretical studies by Emanuel [see
Emanuel (2012) and references within], in which the
models are formulated also using $R$ (or $M$) coordinates.

For this reason it is useful and insightful to have a
prognostic balance formulation in physical coordinates
to explore some of the abovementioned issues.

In this paper we revisit the dynamics of vortex in-
tensification in the context of a rather general axisym-
metric, balanced prediction model. In the formulation, no
approximation is made in regard to the variation of density
with height or radius and the system is formulated in the
physical coordinates $(r, z)$, where $r$ is ordinary radius from
the center of circulation and $z$ is height above sea level.
The diabatic heating distribution is prescribed, but as in
some previous studies, the location of the heating is al-
lowed to move radially inward as the vortex contracts. In
some simulations the annulus of the heating distribution is
vertical and located where it intersects the chosen $M$
surface that it follows. In other simulations the axis coincides
with the sloping $M$ surface itself. In one calculation the
location of the heating is held fixed.

Here the focus is on the kinematic structure and evo-
lution of the primary and secondary circulation in phys-
ical space, the amplification of the tangential wind field,
and the ultimate development of localized regions where
the flow becomes symmetrically and/or statically un-
stable. This development heralds the breakdown of the
strict balance model because the SE equation is no longer
elliptic in such regions. Solutions are obtained beyond the
time when regions of instability develop by regularizing the
SE equation in these regions to keep it elliptic global-
ly. Ultimately, these extended solutions break down as
well for reasons that are explored. Particular interest at all
times is centered on the structure of the flow near the base
of the eyewall, which, as noted above, provides a context
for a more complete understanding of how departures
from the classical mechanism come about in numerical
models and in observations. The effects of boundary layer
friction are examined as well, albeit in the limited context
of an axisymmetric balanced boundary layer formulation.

An outline of the remaining paper is as follows. Section 2
reviews briefly the model configuration and the method of solution. Section 3 provides a synopsis of
the five balance simulations carried out, while section 4
presents analyses of these simulations. A discussion of
the results and the conclusions are given in section 5.

2. The axisymmetric balance model

As is well known from prior work, the axisymmetric
balance model comprises a simplified radial momentum
equation expressing strict gradient wind balance and
a simplified vertical momentum equation expressing strict
hydrostatic balance. These two balance equations are used
in conjunction with an evolution equation for tangential
momentum and potential temperature forced, respectively,
by sources/sinks of tangential momentum and heat.

Of course, for the balance model to remain physically
consistent, the time scales implied by the heat and mo-
mentum forcing functions must be long in comparison to
the intrinsic oscillation periods of the vortex so as not to
excite large-amplitude, high-frequency inertial (centri-
fugal) and gravity modes. Being a balance model, only
one of the foregoing evolution equations can be used to
predict the time dependence of the flow. As a result, a
compatibility equation must exist to ensure that the
tangential velocity and potential temperature remain in
thermal wind balance as the vortex evolves under the
prescribed forcing. The compatibility equation is the SE
equation for the transverse circulation.

As discussed in Smith et al. (2009, see footnote on
p. 1718), the balance evolution is most easily advanced
forward in time by using the tangential momentum
equation. This is because of a restriction on the magni-
tude of the radial pressure gradient force when solving
the gradient wind equation for the tangential velocity.

a. The model equations

The specific equations used herein are as follows. The
tendency equation for tangential wind component $v$ in
cylindrical $r-z$ coordinates is

$$\frac{\partial v}{\partial t} = -u \frac{\partial v}{\partial r} - w \frac{\partial v}{\partial z} - \frac{uw}{r} - fu - V,$$

(1)

where $u$ and $w$ are the radial and vertical velocity com-
ponents, respectively; $t$ is the time; $f$ is the Coriolis pa-
rameter (assumed constant); and $V$ is the azimuthal
momentum sink associated with the near-surface fric-
tional stress divergence. Following Smith et al. (2005),
the thermal wind equation has the general form

$$\frac{\partial}{\partial r} \log \chi + C \frac{\partial}{\partial z} \log \chi = -\frac{\xi}{g} \frac{\partial v}{\partial z},$$

(2)

where $\chi = 1/\theta$ is the inverse of $\theta$; $C = v^2/r + f_0 v$ is the sum of
centrifugal and Coriolis forces per unit mass; $\xi = f + 2\nu/r$ is
twice the local absolute angular velocity; and $g$ is the
acceleration resulting from gravity. This is a first-order partial differential equation for log $r$, which on an isobaric surface is equal to the logarithm of density $\rho$ plus a constant, with characteristics $z_0(r)$ satisfying the ordinary differential equation $dz_0/dr = C/r.$

The SE equation for the streamfunction $\psi$ has the form

$$\frac{\partial}{\partial r} \left[ -g \frac{\partial}{\partial z} \left( \frac{1}{r \rho} \frac{\partial \psi}{\partial r} \right) - \frac{\partial}{\partial z} \left( \chi \frac{1}{r \rho} \frac{\partial \chi}{\partial r} \right) \right] + \frac{\partial}{\partial z} \left[ \left( \chi \xi \xi_a + C \frac{1}{r \rho} \frac{\partial \chi}{\partial z} \right) \frac{1}{r \rho} \frac{\partial \psi}{\partial r} - \frac{\partial}{\partial z} \left( \chi C \frac{1}{r \rho} \frac{\partial \chi}{\partial r} \right) \right] = g \frac{\partial}{\partial r} \left( \chi^2 \hat{\theta} \right) + \frac{\partial}{\partial z} \left( C \chi^2 \hat{\theta} \right) + \frac{\partial}{\partial z} \left( \chi \xi \hat{V} \right),$$

(3)

The effects of surface friction are represented by a body force corresponding with the surface frictional stress distributed through a boundary layer with uniform depth $H$. The body force has the spatial form

$$V(r, z) = C_d |w(r, 0, t)| u(r, 0, t) \exp \left[ - (z/z_0)^2 \right] / H,$$

(7)

where $C_d$ is a surface drag coefficient, $v(r, 0, t) = \sqrt{u(r, 0, t)^2 + \nu(r, 0, t)^2}$ is the total surface wind speed at time $t$, and $z_0$ is a vertical length scale over which the frictional stress is distributed. Here we choose $z_0 = 600$ m and $H = 800$ m. This simple formulation is in the spirit of that assumed by Shapiro and Willoughby (1982), but it is different from that for a classical boundary layer in that it is strictly balanced and does not have a horizontal pressure gradient that is uniform through the depth of the layer. However, it produces a low-level inflow that is qualitatively similar, albeit quantitatively weaker than a more complete boundary layer formulation (Smith and Montgomery 2008).

The vertical thermodynamic structure at large radii is a linear approximation to the Dunion moist tropical sounding (Dunion 2011) as shown in Fig. 1.

For any tangential wind distribution $u(r, z, t)$ and ambient distribution of pressure and temperature as a function of height, a complete balanced solution for a tropical cyclone vortex can be obtained using the un-approximated method of Smith (2006). With the diabatic heating source defined by Eq. (5) and frictional drag defined by Eq. (7), a solution for the streamfunction of the overturning circulation $\psi$ can be obtained by solving the SE equation [Eq. (3)]. Then, $u$ and $w$ can be obtained using Eq. (4). Finally, Eq. (1) can be integrated to obtain $\psi$ at the next time step. After each time step, the balanced potential temperature and density fields can be calculated using Eq. (2) by the method of Smith (2006).

b. Numerical method

The calculations are carried out in a rectangular domain: 1000 km in the radial direction and 18 km in the vertical. The grid spacing is uniform in both directions: 5 km in the radial direction and 200 m in the vertical. The SE equation is solved using the same successive
overrelaxation method as in Bui et al. (2009). The equations are discretized using centered differences, except at boundaries, where forward or backward differences are used as appropriate. A simple Euler scheme is used to time step Eq. (1). The boundary conditions on the SE equation are that $c = 0$ along $r = 0, z = 0$, and $z = H$, implying no flow through these boundaries, while the outer radial boundary, $r = r_R$, is taken to be open, that is, $\partial \psi / \partial r = 0$, implying that $w = 0$ at this boundary.

c. Regularization of the SE equation

At early times the discriminant $\Delta$ in the SE equation is everywhere positive and the SE equation is elliptic. However, as time proceeds, isolated regions develop in which $\Delta$ becomes negative. In these regions, the SE equation is hyperbolic and the flow there satisfies the conditions for symmetric instability. Technically, the SE equation has reached an impasse and loses solvability as a balance problem. To advance the solution beyond this time a regularization method is required. The regularization scheme used here is similar to that proposed by Möller and Shapiro (2002) and used by Bui et al. (2009). It is discussed in the appendix.

Table 1. Summary of the five simulations.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Heating distribution</th>
<th>Friction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex-U</td>
<td>Upright</td>
<td>No</td>
</tr>
<tr>
<td>Ex-US</td>
<td>Upright, stationary</td>
<td>No</td>
</tr>
<tr>
<td>Ex-S</td>
<td>Slantwise</td>
<td>No</td>
</tr>
<tr>
<td>Ex-FO</td>
<td>No heating</td>
<td>Yes</td>
</tr>
<tr>
<td>Ex-UF</td>
<td>Upright</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The fact that one can still obtain a solution with an ad hoc, minimal regularization method allows one to extend the balance solution beyond this loss of solvability. However, it is not strictly correct to speak of these solutions as “balanced solutions” in the ordinary elliptic sense, since they are instead more like “weak” solutions and their structure/magnitude near the symmetric instability or statically unstable regions will depend on how the regularization is formulated.

3. Five simulations

We present the results of five simulations, which are summarized in Table 1. Each simulation starts with an initial warm-cored vortex that has a maximum tangential wind speed of $10 \text{ m s}^{-1}$ at the surface at a radius of $100 \text{ km}$ and each simulation has a latitude of $20^\circ \text{N}$. The time step for the calculation is 1 min.

In three simulations—Ex-U, Ex-US, and Ex-UF—the diabatic heating rate has a vertical axis intersecting a chosen $M$ surface at a height of $1 \text{ km}$ and moves inward with this $M$ surface as the vortex evolves. This $M$ surface, which corresponds with a potential radius of $265 \text{ km}$, is located initially inside the radius of maximum tangential wind speed. The configuration of the simulations Ex-US and Ex-UF are the same as Ex-U, except that in Ex-US, the location of the heating distribution is held fixed in space, while in Ex-UF, a representation of near-surface friction ($\_V^6 \neq 0$). In Ex-S, the axis of the diabatic heating rate is aligned along the chosen $M$ surface and slopes upward and outward with height, but friction is excluded ($\_V = 0$). The slope of the heating is arguably more realistic for the mature stage of tropical cyclone development. In Ex-FO, there is no heating and only friction.

4. Results

a. Vortex evolution in the Ex-U calculation

Figure 2 shows time series of the maximum tangential velocity component $V_{\text{max}}$, the maximum radial velocity component $U_{\text{max}}$, and the magnitude of the (negative) minimum radial velocity component $U_{\text{min}}$ for the calculations Ex-U and Ex-US. We focus first on Ex-U and discuss Ex-US in section 4b. In Ex-U, $V_{\text{max}}$ increases.
essentially linearly with time at a rate of approximately 13 m s⁻¹ (24 h)⁻¹ up to about 9 h. Thereafter, the rate increases, slowly until about 17 h and more rapidly at later times. The integration terminates a little after 24 h for reasons that are discussed later. At 24 h, \( V_{\text{max}} \) has attained a value of about 29 m s⁻¹. At \( t = 0 \), both \( U_{\text{max}} \) and \( U_{\text{min}}(t) \) have a value of 1.5 m s⁻¹. Thereafter, \( U_{\text{min}}(t) \) declines slowly and approximately linearly until shortly before 24 h, when it increases slightly, and \( U_{\text{max}} \) remains approximately constant until 22 h, when it begins to increase also.

The vertical lines in Figs. 2a and 2b indicate the first time at which the discriminant \( \Delta \) in the SE equation becomes negative at some point in the domain for the particular experiment. Beyond this time, the regularization procedure detailed in the appendix is applied to remove the initially small regions where the flow would be symmetrically unstable.

1) STREAMFLOW AND VELOCITY FIELDS

Figures 3–6 show radius–height cross sections of the \( M \) surfaces superimposed on various fields at the initial time and at 9 h, before the regularization procedure is first required. Figures 3a and 3b show the distribution of heating rate \( \dot{\theta} \) as well as the streamfunction of the secondary circulation \( \psi \). As noted above, the \( \dot{\theta} \) distribution is tied to a prescribed \( M \) surface at a height of 1 km. This \( M \) surface moves inward from about 80 km at \( t = 0 \) h to 69 km at \( t = 9 \) h. Outside the heating region, the flow is quasi horizontal with inflow in the lower troposphere, below about 5 km, and outflow above this level. In the lower troposphere, the \( M \) surfaces are advected inward in accord with the classical mechanism of intensification. Most of the inflow passes through the region of heating, and at low to midlevels the flow has a significant component across the \( M \) surfaces in the direction toward decreasing \( M \). Thus, the vertical advection of \( M \) becomes important in spinning up the flow there. This behavior is consistent with the statement of Pendergrass and Willoughby (2009, p. 814) that the acceleration of the tangential wind “is primarily caused by upward and inward advection of angular momentum.” This finding is consistent also with that in a recent study by Paul et al. (2017).

Figures 3c and 3d show the radial and tangential velocity components in relation to the \( M \) surfaces. The maximum tangential wind speed occurs at the surface where the inflow is a maximum. This is to be expected because \( V_{\text{max}} \) lies at the surface initially and \( U_{\text{min}} \) occurs at the surface at subsequent times. Thus, the largest inward advection of the \( M \) surfaces occurs at the surface. The asymmetry in the depths of inflow and outflow is a consequence of mass continuity and the fact that density decreases approximately exponentially with height. The maximum outflow occurs at a height of about 12 km.

Figures 3e and 3f show the vertical velocity \( w \) in relation to the \( M \) surfaces. At both times shown, there is strong ascent in the heating region and weak ascent in the upper troposphere at all radii, except below 13.5 km inside the heating region. In the lower and middle troposphere, there is subsidence both inside and outside the heating region. The maximum vertical velocity is about 18 cm s⁻¹ and it occurs at a height of about 7 km. The subsidence is strongest at low levels inside the heating region, the maximum being 4.3 mm s⁻¹ at \( t = 0 \). As time proceeds, the subsidence both inside and outside the heating region increases in strength as the radius of the heating region contracts. The maximum subsidence at \( t = 9 \) h is 6.4 mm s⁻¹ and occurs just outside the heating region.

2) POTENTIAL TEMPERATURE PERTURBATION

Figures 3g and 3h show the perturbation potential temperature, \( \theta' = \theta(r, z) - \theta(R, z) \), relative to the ambient potential temperature profile at the outer boundary, \( (r = R) \). At \( t = 0 \), the warm anomaly in balance with the tangential wind field has a maximum of 1.1 K located on the rotation axis at an altitude of 10 km. By 9 h, the warm
FIG. 3. Radius–height cross sections of $M$ surfaces superimposed on various quantities for the simulation Ex-U. These quantities include (a),(b) streamlines of the secondary circulation $\phi$ and diabatic heating rate $\theta$ (shaded); (c),(d) contours of tangential velocity $v$ and radial velocity $u$ (shaded); (e),(f) contours of vertical velocity $w$ (shaded); (g),(h) contours of potential temperature perturbation $\Phi = \Phi(r, z) - \Phi(R, z)$ (shaded); and (i),(j) the tangential wind tendency $\partial \Phi / \partial t$ (shaded). (left) At the initial time and (right) at 9 h. The dashed horizontal line at a height of 16 km indicates the tropopause. The thick vertical line shows the location of the maximum diabatic heating rate. Contour intervals are as follows: for $M$, $5 \times 10^8$ m$^2$ s$^{-1}$; for $\phi$, $1 \times 10^8$ kg s$^{-1}$; for $\theta$, 0.5 K h$^{-1}$; for $u$, 0.5 m s$^{-1}$; 0.02 m s$^{-1}$ (thin solid contours below 2.5-km height and inside 75-km radius), 1 m s$^{-1}$ for negative values (dashed contours); for $v$, 2 m s$^{-1}$; for $w$, positive values: 5 cm s$^{-1}$ (thick contours), 1–4 cm s$^{-1}$ (thin contours) and 0.2 mm s$^{-1}$ (very thin contour), negative values 2 mm s$^{-1}$ (thin contour) and 0.1 m s$^{-1}$ (6 h)$^{-1}$ (thin contour). For all fields positive values are solid, negative values are dashed.
anomaly has strengthened throughout the vortex core and the maximum, now 1.4 K, has shifted downward to 6.2 km, again on the vortex axis.

3) TANGENTIAL WIND TENDENCY

Figures 3i and 3j show the local tangential wind tendency \( \frac{\partial \mathbf{V}}{\partial t} \), obtained by evaluating the terms on the right-hand side of Eq. (1), which, after rearrangement, represent \( 1/r \) times the advection of the \( M \) surfaces by the secondary circulation, at least in the present calculation when \( V = 0 \). At both \( t = 0 \) and \( t = 9 \) h there is a strong positive tendency in the lower troposphere within and outside the region of heating and a tongue extending to the high troposphere about the axis of heating. This positive tendency, which coincides with the region where the flow in Figs. 3a and 3b is across the \( M \) surfaces in the direction of decreasing \( M \), is a maximum at the surface, but it extends through an appreciable depth of the heating region (over 13 km in altitude at 9 h). The tendency is negative in the upper troposphere, typically above an altitude of 6 km and mostly beyond the heating region, where the flow crosses the \( M \) surfaces in the direction of increasing \( M \). This negative tendency is strongest at levels where the outflow is strong (cf. Figs. 3i,j with Figs. 3c,d,

Fig. 4. Radius–height cross sections of \( M \) surfaces superimposed on additional quantities for the simulation Ex-U. These quantities include (a),(b) isentropes and the discriminant \( \Delta \) of the SE equation (shaded); (c),(d) PV (shaded); (e),(f) the forcing term \( \alpha \) in the PV-tendency equation [Eq. (10)] superimposed on \( \theta \) (shaded); and (g),(h) the forcing term \( \beta \) in the PV tendency equation superimposed on \( \theta \) (shaded). Contour intervals are as follows: for \( M \), \( 5 \times 10^5 \) m\(^2\) s\(^{-2}\); for \( \Delta \), \( 1 \times 10^{-28} \) unit (very thin contour), \( 1 \times 10^{-27} \) and \( 1 \times 10^{-26} \) units (thin contour), \( 1 \times 10^{-25} \) and \( 1 \times 10^{-24} \) units (thick contours), where one unit has dimensions of m\(^4\) s\(^{-2}\) kg\(^{-1}\) K\(^{-2}\); for PV, 1 PV unit (PVU = \( 10^{-6} \) m\(^2\) s\(^{-2}\) K kg\(^{-1}\)); for \( \theta \), 5 K; for \( \theta \), 0.5 K h\(^{-1}\); for \( \alpha \) and \( \beta \), \( 1 \times 10^{-10} \) m\(^2\) s\(^{-2}\) K kg\(^{-1}\).
respectively). At low levels inside the axis of maximum heating there is a small spindown tendency as a result of the weak outflow under the main updraft (see Figs. 3c and 3d). A similar pattern of outflow at low levels in the eye region was found by Pendergrass and Willoughby (2009, see their Fig. 5).

One notable feature at both times is the overlap between positive tendency and radial outflow, principally within the upper troposphere in the region of heating (cf. Figs. 3i,j with Figs. 3c,d, respectively), but the largest positive tendencies occur in the lower troposphere, where the radial flow is inward.

4) POTENTIAL TEMPERATURE AND DISCRIMINANT

Figures 4a and 4b show isentropes of potential temperature $\theta$ in relation to the $M$ surfaces at $t = 0$ and $t = 9$ h. They show also the values of $\Delta$ at these times. Notably, the $\theta$ surfaces are close to horizontal at both times, even though they dip slightly in the inner region, reflecting the warm core structure of the vortex. At neither times are there regions of static instability. At $t = 0$ h, $\Delta$ decreases monotonically as a function of radius and, like $\theta$, it has a sharp positive vertical gradient at the tropopause. At $t = 9$ h, there is closed region of low values of $\Delta$ in the middle troposphere at a radius of about 140 km.

5) POTENTIAL VORTICITY

To gain insight into the factors responsible for the evolution of $\Delta$, and in particular its eventual change from positive to negative values just outside the maximum heating axis, it proves useful to recall the dynamics of dry Ertel potential vorticity (PV). For an axisymmetric flow expressed in cylindrical polar coordinates, the PV is given by the formula

$$ PV = \frac{1}{\rho} \left( -\frac{\partial \nu}{\partial z} \frac{\partial \theta}{\partial r} + \xi \frac{\partial \theta}{\partial z} \right), $$

where $\xi_a$ denotes the absolute vertical vorticity. The relation between $\Delta$ as defined here and PV can be inferred from Eq. (15) in Bui et al. (2009) to be

$$ \xi PV = \frac{r^2 \rho}{g \lambda^2} \Delta. $$

From this equation it is evident that the evolution of $\Delta$ is intimately tied to those of PV and the parameter $\xi$. For all examples considered here, the tangential velocity is cyclonic except in the outflow anticyclone. Nevertheless, $\xi > 0$ everywhere, even where $\nu < 0$, so the only way for $\Delta$ to become negative is for the PV to become negative.

Figures 4c and 4d show radius–height cross sections of the PV distribution at $t = 0$ and $t = 9$ h. At $t = 0$ h, the PV is a monotonically decreasing function of radius in the troposphere and has large values in the stratosphere on account of the large static stability there. However, at 9 h, an extensive region of low PV values has formed in an annulus extending between about 100 and 170 km throughout the troposphere. This region is approximately centered on the region of low $\Delta$ values seen in Fig. 4b.

To understand how anomalously low (and eventually negative) PV can arise from an initially everywhere positive PV, we recall the equation for the material rate of change of PV for an axisymmetric flow:
\[
\frac{D PV}{Dt} = \frac{1}{\rho} \left( -\frac{\partial v}{\partial z} \frac{\partial \theta}{\partial r} + \xi \frac{\partial \theta}{\partial z} \right),
\]  
(10)

where \( D/Dt = \partial t + \mathbf{u} \cdot \nabla \) is the material derivative operator. Figures 4e–h show the two contributions on the right-hand side of Eq. (10) to the material rate of change of PV at \( t = 0 \) and \( t = 9 \) h. The first term, \( \alpha = (-1/\rho)(\partial \mathbf{u}/\partial z)(\partial \theta/\partial r) \), represents the local generation/destruction of PV by the radial vorticity component times the radial gradient of diabatic heating, because, for an axisymmetric flow, \( \partial \mathbf{u}/\partial z \) is equal to minus the radial component of relative vorticity. The second term, \( \beta = (\xi/\rho)(\partial \theta/\partial z) \), represents the concentration/dilution of preexisting PV by the vertical gradient of diabatic

Fig. 6. Radial–height cross sections for Ex-U as for Figs. 3a, 3c, 3e, and 3g and Figs. 4a, 4c, 4e, and 4g, except at 16 h, nearly 7 h after regularization is required. The thin contour in (b) is 0.03 m s\(^{-1}\), unlike in Figs. 3c and 3d.
heating. At both times shown, the structure of $\alpha$ exhibits a radial dipole-like structure with a positive PV tendency just inside the axis of maximum heating in the mid- to upper troposphere and a somewhat weaker negative PV tendency beyond the heating axis at roughly similar altitudes. The structure of $\beta$ shows a positive PV tendency at low levels and a negative PV tendency at upper levels centered along the axis of maximum heating. This structure resembles a vertical dipole and reflects the positive vertical gradient of heating at low levels and the negative vertical gradient at upper levels above the heating axis. The combined effect of the $\beta$ and $\alpha$ terms is to produce an annulus of elevated (cycloic) PV in the lower part of the heating region and reduced values of PV on the outer side of this annulus.

6) VERTICAL VORTICITY

Given the evolution of $\Delta$ and PV shown above, the evolution of vertical vorticity is of some interest also. Figures 5a and 5b show cross sections of absolute vorticity $\zeta_a$ in relation to the $M$ surfaces. At $t = 0$ $\zeta_a$ is everywhere positive and like PV it has a broad monopole structure (i.e., it decreases monotonically with radius). However, at 9 h the initially cycloic $\zeta_a$ has become amplified in an annular region centered on the axis of diabatic heating and a region of low values has developed beyond the axis of maximum heating rate, mostly above 3 km. This region is clearly related to that of low values of $\Delta$ in Fig. 4b and PV in Fig. 4d, although the regions of negative PV and negative $\zeta_a$ are not exactly the same.

7) VERTICAL WIND SHEAR

Figures 5c and 5d show the contours of vertical shear of the tangential wind component $\partial u / \partial z$. At $t = 0$ the vertical shear is negative and the region of significant shear lies in the upper troposphere (Fig. 5e), whereas by 9 h regions of stronger negative shear have developed, the most prominent being in the upper part of the heating region (Fig. 5d). At the same time, thin layers of enhanced negative shear inside the heating region and positive shear beyond the heating region have developed along the tropopause. In addition, a shallow region of positive shear has developed inside the heating region just above the surface. This positive shear is associated with the radially outward advection of the $M$ surfaces by the shallow outflow in this region seen in Fig. 3c, while the deeper region of negative shear seen in Fig. 5d is associated with the differential advection of the $M$ surfaces by the heating-induced inflow, which is a maximum near the surface.

8) DEVELOPMENT OF SYMMETRICALLY UNSTABLE REGIONS

Figure 6 shows radius–height cross sections of selected quantities similar to those in Figs. 3–5, but at 16 h—more than 6 h after a region of symmetric instability has developed—and the SE equation requires regularization. Even at this time the fields are generally smooth. The axis of heating has moved farther inward to just over 60-km radius and some of the $M$ surfaces have folded in the mid- and upper troposphere to form a “well like” structure beyond the heating region, partly because of differential vertical advection of the $M$ surfaces between the ascending branch of the secondary circulation and the region of subsidence outside the heating. Some distance inward from the lowest point of the well, the radial gradient of $M$ is negative, implying negative absolute vorticity and thereby inertial instability. It is interesting that, even at this stage of evolution, the $M$ surfaces are generally not congruent with the streamlines in the upper troposphere as they would have to be if the flow were close to a steady state.

Notably, the subsidence inside the heating region has strengthened (Fig. 6c) and the eye has warmed further (Fig. 6d), with the maximum $\theta'$ now being 2 K at a height of 5.8 km compared with 1.4 K at a height of 6.2 km at 9 h. The tangential wind tendency has increased further and remains positive at the location of $V_{\text{max}}$ (cf. Figs. 6e, b), consistent with the continued increase in $V_{\text{max}}$ seen in Fig. 2. Positive tendencies in the region of heating continue to extend above 11 km, and at larger heights these positive tendencies overlap with regions of outflow, highlighting the importance of the vertical advection of $M$ in spinning up this region.

At 16 h the regions of low $\Delta$, PV, and $\zeta_a$ seen in Figs. 4 and 5 have become more pronounced and regions where these quantities are negative have formed (Figs. 6f,g,j). As noted above, the region of negative $\zeta_a$ coincides with that in which the $M$ surfaces dip down with increasing radius and because the static stability does not reverse sign anywhere (Fig. 6f), the region of inertial instability is approximately one of symmetric instability also in which both $\Delta$ and PV are negative. Figures 6h and 6i show similar patterns of PV generation as in Figs. 4e–g. Because in the absence of heating PV is materially conserved, the occurrence of regions of negative PV must be a result of the negative generation of PV in the upper troposphere, which is another way of viewing the formation of a region of symmetric instability.

9) ULTIMATE SOLUTION BREAKDOWN

The breakdown of the regularized solution shortly after 24 h is brought about by the appearance and growth of small-scale features in the secondary circulation in the upper troposphere, near the edge of where $\Delta < 0$ (not shown). The small-scale features arise from spatial irregularities introduced by the ad hoc
regularization method described in the appendix. This regularization procedure is necessarily somewhat arbitrary and removes conditions only for symmetric instability in the SE equation and not in the equation for the tangential wind tendency. As a result, regions of inertial instability with negative values of \( \zeta_a \) are still seen by the tendency equation and inertial instability can still manifest itself during the flow evolution. Typically, regions of static instability occur only in the presence of friction and with our method here they tend to lead to a catastrophic breakdown of the solution very rapidly.

Eventually, a time is reached when \( M \) becomes negative at some point, presumably on account of numerical issues. At this point the solution is programmed to terminate. While it may be possible to extend the solution beyond this point for some time interval by refining the numerical algorithm (and in part smoothing the coefficients in the SE equation after each regularization step), the main purpose of our study is to understand how the axisymmetric balance solution itself breaks down and not to devise necessarily ad hoc ways to extend the solution.

If, for the sake of argument, such a continuation method could be developed, we would expect to see continued sharpening of the radial gradient of \( M \) at the base of the updraft as air is drawn into the updraft from both sides near the surface. In essence, the flow there is trying to form a discontinuity in \( M \) (and a corresponding vortex sheet) by a process akin to frontogenesis (Hoskins and Bretherton 1972; Emanuel 1997).

However, even if one could prolong the period in which the regularized solution could be obtained, then in the presence of nonaxisymmetric perturbations, one would expect that the annular vortex sheet would be baroclinically unstable on account of the reversal in sign of the radial and vertical gradients of the axisymmetric PV (Montgomery and Shapiro 1995; Schubert et al. 1999; Naylor and Schecter 2014). Questions concerning these and other nonaxisymmetric instabilities of the vorticity annulus, as well as longer-term evolution issues, lie beyond the scope of the current study. The reader is referred to Naylor and Schecter (2014), Menelaou et al. (2016), and the references cited therein, for further analysis and discussion of these complex topics.

An interesting feature of the foregoing solution worth remarking on is the approximately uniform intensification rate, at least before regularization of the SE equation is required. Even beyond that time, there is only a relatively slow increase in spinup as the vortex intensity increases. This finding, which is a feature of all the calculations forced by heating shown below, differs from some previous inferences based on balance theory that the intensification rate should increase as the vortex intensifies because the heating becomes progressively more efficient (Vigh and Schubert 2009 and references within). An appraisal of ideas relating the efficiency of diabatic heating to the inertial stability is given by Smith and Montgomery (2016b); see also Kilroy and Smith (2016, section 7).

We cannot regard the finding of an approximately uniform intensification rate as general, of course, because of the limited number of simulations we have carried out and because the solutions break down at wind speeds approaching minimal hurricane intensity. Most previous theories fix the structure of both the heating rate and the vortex and diagnose the intensification rate at individual times as a function of vortex intensity. In contrast, the present approach is to integrate the balance equations as an initial-value problem so that the vortex structure and, in most experiments the location, but not the structure of the heating, evolve with time. In the experiments with imposed heating, an annulus of cyclonic PV of limited radial extent is generated around the heating region. Thus, prior calculations that assume a uniform increase in vorticity across the entire inner core would overestimate the extent of the vorticity increase in comparison. The occurrence of the approximately constant intensification rate found here may be influenced also, in part, by the change in location of the heating relative to the axis of rotation, because the spatial gradients of the heating and therefore the magnitude of the diabatic forcing term in the SE equation do not change [see Eq. (A1) in the appendix].

b. Vortex evolution in the Ex-US calculation

Ex-US is similar to Ex-U, but the axis of heating is held fixed, as, for example, in the calculations by Heng and Wang (2016). The Ex-US simulation is carried out as a benchmark to examine the consequences of allowing the heating axis to move in the Ex-U simulation. Time series of \( V_{\text{max}}, U_{\text{max}} \) and \( U_{\text{min}} \) for this experiment are included in Fig. 2 and show, perhaps as expected, that the intensification rate is impeded in this case. However, there is little difference in the \( V_{\text{max}} \) curves until after the time when the SE equation requires

\footnote{We remind the reader that we use the term \textit{intensification rate} for the change in the maximum tangential wind speed and not the maximum in the tendency at any point, as the locations of these maxima do not, in general, coincide. Thus, although the maximum tendency approximately doubles between Fig. 3i and 3j, this doubling does not occur at the location of \( V_{\text{max}} \).}
regularization, which is merely a minute later in Ex-US. Notwithstanding the previous caveat, a likely reason for the reduced intensification rate is because only those $M$ surfaces within and beyond the region of heating can be drawn inward by the heating-induced secondary circulation and the radius to which a given $M$ surface can be drawn inward is thereby limited.

The maximum inflow becomes fractionally larger in Ex-US, presumably on account of the slightly weaker vortex, which provides a reduced inertial stability and hence less resistance to radial parcel displacements.

c. Vortex evolution in the Ex-S calculation

Figure 7 shows time series of $V_{\text{max}}$, $U_{\text{max}}$, and $U_{\text{min}}$ for Ex-S, which has a sloping axis of the diabatic heating rate. As in Ex-U, $V_{\text{max}}$ increases essentially linearly with time, in this case to about 17 h, at a rate of approximately 3.9 m s$^{-1}$ (6 h)$^{-1}$, when the rate increases slightly before the integration terminates. At this time $V_{\text{max}}$ has attained a value of 22.4 m s$^{-1}$. In contrast, $U_{\text{min}}$ declines approximately linearly from 1.5 m s$^{-1}$ at the initial time to about 1.2 m s$^{-1}$ at 18 h, while $U_{\text{max}}$ has a slight and approximately linear increase from 2.1 m s$^{-1}$ at the initial time to 2.3 m s$^{-1}$ at 13.5 h, followed by a marked increase. Again, at all times, $V_{\text{max}}$ and $U_{\text{min}}$ are found to occur at the surface, while $U_{\text{max}}$ occurs in the upper troposphere, between heights of 10 and 13 km. The discriminant of the SE equation first becomes negative just before 12 h, over 2 h later than in Ex-U.

Figure 8 shows a selection of radius–height cross sections for Ex-S. These are similar to those in Figs. 3 and 4, except that the results are shown only at 16 h—about 4 h after regularization is required, but more than 2 h before the solution breaks down. The flow evolution is qualitatively similar to that in Ex-U (cf. Figs. 8a–d with the corresponding fields in Fig. 3) but, of course, the eyewall updraft slopes outward with increasing height. As in the Ex-U calculation, $U_{\text{min}}$ occurs at the surface, at the base of the low-level inflow, and $V_{\text{max}}$ and its tendency (not shown) occur at the surface, where the inward advection of the $M$ surfaces is largest (Fig. 8b).

Again, there is strong ascent in the heating region and subsidence elsewhere, both inside and outside the heating region (Fig. 8c). The subsidence is strongest inside the heating region and its strength increases as the heating region contracts (not shown), but the subsidence inside the heating region is marginally stronger over a larger vertical depth than in Ex-U (cf. Fig. 8c with Fig. 6c). Again, the $M$ surfaces are generally not congruent with the streamlines in the upper troposphere.

As in Ex-U, the PV becomes amplified in an annular region centered on the axis of the diabatic heating rate (Fig. 8f); however, in Ex-S narrow sloping regions of low PV develop in the middle to upper troposphere on either side of the axis of the maximum heating rate, and by 16 h these have formed into regions with negative PV and, hence, negative $\Delta$ (Fig. 8c). Again, the formation of these symmetrically unstable regions may be understood by examining the structure of the forcing terms $\alpha$ and $\beta$ in Eq. (10). At 16 h, the $\alpha$ term exhibits an emerging tripole structure, with a small negative tendency appearing on the inside of the positive tendency region (Fig. 8g). The structure of $\beta$ shows a positive PV tendency at low levels and a negative PV tendency at upper levels above the axis of maximum heating (Fig. 8h). This structure resembles a vertical dipole and reflects the positive vertical gradient of heating at low levels and the negative vertical gradient at upper levels above the heating axis. The combined effect of the $\beta$ and $\alpha$ terms is to produce an outward-sloping annulus of elevated (cyclonic) PV in the main updraft, with reduced values of PV on both sides of the annulus.

Figure 8i shows the tangential wind tendency in Ex-S at 16 h, which has a slightly different structure to that in Fig. 6c with the appearance of a tongue of strong spin-down tendency on the upper side of the heating axis. However, below this axis, there is a region of strong positive tendency extending to above 11 km as in the calculations with upright heating distributions. Again,
this positive tendency may be attributed to the vertical advection of $M$ and it occurs in a region where there is predominantly outflow.

Finally, the complete breakdown of the solution is due to the appearance and growth of small-scale features in the secondary circulation in the upper troposphere, near the edge of where $\Delta < 0$ and the solution is terminated when the potential radius becomes negative at some grid point (not shown).

d. Vortex evolution in the Ex-FO calculation

Ex-FO was carried out to investigate the frictional spindown of a balanced vortex in the absence of diabatic heating to force spinup. This problem was examined in
the context of a homogeneous vortex by Eliassen and Lystad (1977) and Montgomery et al. (2001). Figure 9a shows time series of the tangential wind component at the surface and at heights of 1 and 2 km in this simulation as well as the time at which the regularization procedure is first required just before 16 h. It is seen that there is a comparatively rapid spindown of the surface tangential wind component from 10 m s\(^{-1}\) at the initial time to less than 6 m s\(^{-1}\) at 24 h, whereas the rate of spindown becomes progressively less as the height increases.

Figure 9b shows the radial and tangential wind components in relation to the \(M\) surfaces at the initial time. The imposition of surface friction leads to a shallow layer of inflow near the surface with a weaker and somewhat deeper outward return flow above the inflow. The maximum return flow occurs at an altitude of about 1 km. As is well known, the spindown of the vortex above the surface is largely a result of the generalized Coriolis force \(-uf/(r+f)\) and this is confined to the height range where the radial outflow is appreciable. The shallowness of the return flow is a reflection of the stable stratification. Above the return flow, the spindown of the tangential circulation is minimal.

At about 16 h, the frictionally induced overturning circulation leads to a local overturning of the isentropes near the axis of rotation and thereby to static instability at these grid points. This instability is removed by the regularization procedure.

Clearly, spinup of the vortex would require diabatic heating to induce inflow of sufficient strength to negate the frictionally induced outflow above the inflow layer. In the simple representation of friction considered here, the tangential component of frictional stress is reduced as the surface flow weakens and so, therefore, does the secondary circulation induced by the friction (blue dashed curve in Fig. 10). We investigate the combined effects of friction and diabatic heating in the next subsection.

e. Vortex evolution in the Ex-UF calculation

We examine now the effects of surface friction on the balanced vortex evolution in the presence of diabatic heating as formulated in the Ex-U calculation. Figure 10 shows time series of \(V_{\text{max}}\), \(U_{\text{max}}\), and \(U_{\text{min}}\) for Ex-UF and Ex-FO and compares the time series for \(V_{\text{max}}\) and \(U_{\text{min}}\) with those for Ex-U.\(^7\) In the Ex-UF calculation, \(V_{\text{max}}\) increases approximately linearly from 10 m s\(^{-1}\) at \(t = 0\) h to about 17.1 m s\(^{-1}\) at \(t = 24\) h, a bit over an hour before the solution breaks down. The solution requires regularization to be applied at 9 h, just before the time it is required in Ex-U, but it breaks down a little more than an hour earlier than in Ex-U. Notably, in the presence of near-surface friction, \(U_{\text{max}}\) is roughly twice as large compared with its values in the no friction calculations: at \(t = 0\) h its magnitude is about 3.2 m s\(^{-1}\) compared with 1.5 m s\(^{-1}\) in the case without friction. Neither \(U_{\text{min}}\) nor \(U_{\text{max}}\) change appreciably during the simulation, with both showing only a tiny increase. In contrast to its behavior in Ex-U and Ex-S, \(U_{\text{max}}\) remains relatively smooth until the end of the simulation.

Figure 11 shows a selection of radius–height cross sections for Ex-UF, similar to those in Figs. 3c, 4c, 3a, and 3j at selected times. Perhaps of most significance in comparing the radial motion between Ex-UF and Ex-U is the fact that the near-surface inflow is much stronger at most radii. The stronger inflow is a result of the additional frictionally induced inflow not present in Ex-U.\(^8\)

\(^7\) The curve \(U_{\text{max}}\) for Ex-U is virtually coincident with that for Ex-UF and for this reason it is not shown.

\(^8\) Note that in the present calculations, the linearity of the SE equation implies that the frictional effects of the boundary layer in producing inflow are additive to those of the convective heating. However, this will not be true in general because the boundary layer in the inner-core region of a tropical cyclone is intrinsically nonlinear except, perhaps, at very low maximum tangential wind speeds of a few meters per second (e.g., Smith and Montgomery 2015, section 5; Abarca et al. 2016).
The shallow surface-based outflow seen at small radii in Figs. 3c, 3d, and 4b no longer occurs: with friction, there is now weak inflow in this region (Figs. 11a,b), but there remains an elevated region of low-level outflow induced by the heating.

Unlike the case of Ex-U, where \( V_{\text{max}} \) occurs at the surface, in Ex-UF \( V_{\text{max}} \) occurs above about 2 km, which is still within a region of significant radial inflow (\( U_{\text{min}} > 1 \text{ m s}^{-1} \)), but above the layer of the strongest inflow.

Figures 11c and 11d show the PV fields at 9 and 16 h for Ex-UF. These should be compared with those for Ex-U shown in Figs. 4d and 6h, respectively. It is seen that the differences are confined primarily to the lower troposphere (below about 5 km) and that the regions of negative PV are practically the same. Presumably, it is for this reason the breakdown of the two solutions is similar and occurs in the upper troposphere. The shallow tongues of positive PV at low levels near the axis are primarily associated with a shallow layer of enhanced static stability near the surface. This layer results from a cold anomaly, \( \theta' \) in the friction layer, which is a consequence of the balance assumption in combination with the friction layer being one in which \( \partial v/\partial z > 0 \).

It may be worth noting that from 13.6 h onward, a region of negative static stability develops on account of the frictionally induced overturning circulation (not shown), but the effects of this instability in solving the SE equation are removed by the regularization procedure.

Figures 11e and 11f show, inter alia, the streamfunction and tangential wind tendency fields at 16 h, similar to Figs. 6a and 6e. As in the case without friction (Fig. 6), much of the low-level inflow passes through the heated region and there is a positive tangential wind tendency through much of the heated region. Again, in the upper troposphere, the positive tendency occurs in a region of radial outflow. However, in the lower troposphere the positive tendency is a result of both the radial and vertical advection of \( M \). Notably, in contrast to Ex-U, there is a negative tangential wind tendency at low levels on account of friction (cf. Fig. 11f and Fig. 6e) and the lofting of frictionally reduced \( M \) into the heated region. The negative tangential wind tendency at low levels is perhaps not realistic for an intensifying vortex and is possibly a limitation of assuming balance in the boundary layer, effectively suppressing the nonlinear boundary layer spinup mechanism (Smith and Montgomery 2016a). Another possibility is that the frictional spindown tendency is too strong for the prescribed heating. The relationship between the strength of convective forcing in relation to that of friction is examined in more detail by Smith and Wang (2018).

It is interesting to compare the solution structure in the Ex-UF calculation with the one calculation including heating and friction shown in Fig. 13 of Pendergrass and Willoughby (2009). In their figure, the flow above the frictional boundary layer beyond the heating region is mostly outward, the exception being a local region of weak inflow inside a radius of 50 km. This pattern of secondary circulation would imply that the vortex would be spinning down in such regions unless the vertical advection of angular momentum were able to compensate locally (this situation would appear not to be the case in Fig. 13 of Pendergrass and Willoughby because the radial outflow spans a region over which the vertical velocity is very small). In their calculation, it would appear that the boundary layer–induced outflow in the lower troposphere dominates the heating-induced inflow. Equivalently, the heating-induced ascent in the eyewall is too weak to ventilate the mass converging in the boundary layer. This behavior is different from that in the Ex-UF calculation shown in Fig. 11, where the flow in the lower troposphere outside the heating region is radially inwards over a layer approximately 5 km deep out to a radius of 300 km. The implied spindown in the Pendergrass and Willoughby calculation would be more transparent in a prognostic framework.

The foregoing comparison points to limitations of performing diagnostic calculations by themselves as opposed to an integration of an initial-value problem. For example, Pendergrass and Willoughby’s vortices have maximum tangential velocities of 50 m s\(^{-1}\), whereas in all the present prognostic balance calculations starting with a tangential wind maximum of 10 m s\(^{-1}\), breakdown.
of the solutions occurs at maximum wind speeds close to 30 m s\(^{-1}\). Notwithstanding the fact that the prognostic system may have its own limitations, this finding raises the possibility that not all strong vortices used as starting points for diagnostic calculations may be attainable from pathways involving balanced evolution from an initial vortex of only modest intensity. Clearly, further work is required to explore this possibility.

5. Discussion and conclusions

The axisymmetric balance model calculations presented herein provide a benchmark for understanding the classical spinup mechanism for tropical cyclone intensification, which refers to the convectively induced inward radial advection of absolute angular momentum \(M\) at levels where this quantity is materially conserved. The role of this mechanism in the spinup of the eyewall (the heating region) was investigated for a range of heating configurations, both in an inviscid model and one with a balanced frictional boundary layer. It was shown that, beyond the heating region, the flow is quasi horizontal and spins up by the classical mechanism. Much of the heating-induced inflow ascends in the heating region and flows outward in the upper troposphere. In the lower half of the heating region, the secondary circulation has a local component of flow both inward and upward across the \(M\) surfaces toward low values of \(M\); that is, the vertical advection of \(M\) becomes important in spinning up the eyewall. In the upper part of the eyewall, positive tangential wind tendencies are found in regions of radial outflow, and in these regions the vertical advection of \(M\) is the dominant spinup process.

In the cases without friction, there is weak outflow at low levels inside the annulus of heating as well as inflow beyond this annulus. This deformation flow pattern, in the presence of a radial gradient of \(M\), leads to a spatial concentration of \(M\) surfaces near the heating axis. The effect is akin to a frontogenesis process with \(M\) serving as the frontogenetic element. This process tends toward a discontinuity in \(M\) and amplifies the vorticity toward a vortex sheet. Whether this vortex sheet materializes in a finite time remains an open question in general, but it can be expected to depend on the chosen parameters in the model.
In all the flows with heating, the vortex intensification rate hardly changes, at least before appreciable regions of symmetric instability have developed. This finding does not support the idea that spinup increases markedly as the vortex intensity increases, a finding that is in contrast to some previous results. However, as discussed in the text, there are some differences in the formulation of the present model and previous ones, and the integrations reach only minimal hurricane intensity before they break down, so general conclusions from this finding cannot be drawn.

The axisymmetric balance solutions can be integrated only for a finite time before the discriminant (and potential vorticity) of the SE equation becomes negative and a regularization procedure becomes necessary to keep the equation globally elliptic. Beyond this time, the solutions eventually become noisy in the upper troposphere as the regions with negative discriminant that require regularization become larger in size. The integrity of the solutions after the discriminant (and potential vorticity) becomes appreciably negative is unclear, in part because of the expectation that symmetric instability will occur at small scale (e.g., Thorpe and Rotunno 1989) and also because of hydrodynamic shear instability and mesovortices that are expected to develop on the emerging vortex sheet on the inside of the eyewall (Montgomery et al. 2002; Naylor and Schecter 2014, and references within). Furthermore, it does not appear that the streamlines and $M$ surfaces are becoming congruent in the upper troposphere on the time scale over which the solutions break down, calling into question the existence of a quasi-steady state, even in the inner-core region. This finding would appear to have implications for assumed steady-state models such as that of Emanuel (1986) and later incarnations thereof (e.g., Emanuel 2012).

The work described herein was motivated in part by the desire to understand how the tropical cyclone eyewall spins up in numerical model simulations and in the real atmosphere if the air within the eyewall has a radially outward component after leaving the boundary layer. A related question is whether the classical paradigm for tropical cyclone intensification can be utilized in such an explanation. Exemplified by the range of calculations carried out, it would appear that the classical paradigm for intensification cannot explain the spinup of the eyewall in the lower troposphere if the air within the eyewall is moving radially outward. In all the calculations shown, spinup of the lower portion of the eyewall occurs by the classical mechanism in conjunction with the vertical advection of $M$. In the calculation with boundary layer friction, spindown occurs in the friction layer. Nevertheless, in the upper part of the heating region, there are regions where the vertical advection of $M$ is sufficiently large that a positive spinup tendency occurs even in regions of radial outflow.

In a strictly axisymmetric balanced model (see footnote 2), or in a generalized balanced flow consisting of gradient wind balance above the boundary layer and Ekman-like balance in the boundary layer (e.g., Abarca et al. 2015), the vertical gradient of $M$ in the boundary layer is positive. Clearly, for sustained spinup to occur anywhere where there is radial outflow, there are two possibilities. Either there must be a sufficiently large negative vertical gradient of $M$ above the boundary layer to permit the vertical advection of $M$ to dominate the spindown tendency accompanying radial advection, or there must be a source of high $M$ in the boundary layer. There may, of course, be a temporary spinup depending on the structure of the initial vortex, but without a low-level source of $M$ by, for example, the classical mechanism or from the boundary layer, the spinup cannot be maintained.

It has been shown in recent work that, in an axisymmetric configuration, the spinup of supergradient tangential winds in the boundary layer can provide the necessary negative vertical gradient of $M$ to spin up the eyewall (Schmidt and Smith 2016; Persing et al. 2013, their Fig. 12d). However, in a three-dimensional configuration, there is evidence that the spinup of the eyewall in the lower troposphere is accomplished by resolved eddy momentum fluxes (Persing et al. 2013, cf. Figs. 10d,g,h; G. Kilroy 2018, personal communication).
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APPENDIX

Regularization of the SE Equation

The SE equation [Eq. (3)] may be written in the form

$$\frac{\partial}{\partial r} \left( A \frac{\partial \phi}{\partial r} + \frac{1}{2} B \frac{\partial \phi}{\partial z} \right) + \frac{\partial}{\partial z} \left( C \frac{\partial \phi}{\partial z} + \frac{1}{2} B \frac{\partial \phi}{\partial r} \right) = \dot{\phi},$$

where
\[ \begin{align*}
\bar{A} &= -g \frac{\partial}{\partial z} \left( \frac{1}{2 \rho r} \frac{\partial}{\partial r} \right) \left( \frac{\chi}{\rho r} \right) N^2, \\
\bar{B} &= -\frac{2}{\rho r} \frac{\partial}{\partial z} (\chi C) = -\frac{2}{\rho r} \left( \frac{\chi}{\rho r} \frac{\partial}{\partial z} + C \frac{\partial}{\partial z} \left( \chi \frac{\partial V}{\partial r} \right) \right), \\
\bar{C} &= \left[ \xi (\xi + f) + \frac{2}{\rho r} \frac{\partial}{\partial r} \left( \frac{\chi}{\rho r} \right) \right] I^2_z,
\end{align*} \]
and
\[ \dot{\Theta} = g \frac{\partial}{\partial r} (\chi^2 \theta) + \frac{\partial}{\partial z} (C \chi^2 \theta) + \frac{\partial}{\partial z} (\chi \xi V), \]

where \( N \) is the Brunt–Väisälä frequency, defined by \( N^2 = (g/\theta) \partial \theta / \partial z \); and \( I_x \) is the generalized inertial frequency, defined by \( I^2_x = \xi (\xi + f) + (C/\chi) (\partial \chi / \partial r) \). It follows that \( \bar{A} \) and \( \bar{C} \) characterize the static stability and inertial stability, respectively. Further, \( \bar{B} \) characterizes, in part, the strength of the vertical shear.

Equation (A1) may be written alternatively as
\[ \bar{A} \frac{\partial^2 \psi}{\partial r^2} + \bar{B} \frac{\partial^2 \psi}{\partial z \partial r} + \bar{C} \frac{\partial^2 \psi}{\partial z^2} + E \frac{\partial \psi}{\partial r} + F \frac{\partial \psi}{\partial z} = \dot{\Theta}, \] (A2)
where
\[ E = \frac{\partial}{\partial r} \bar{A} + \frac{1}{2} \frac{\partial}{\partial z} \bar{B}, \]
and
\[ F = \frac{\partial}{\partial z} \bar{C} + \frac{1}{2} \frac{\partial}{\partial r} \bar{B}. \]

Equation (A2) is an elliptic equation provided that the discriminant \( \Delta = 4 \bar{A} \bar{C} - \bar{B}^2 > 0 \). For a vortex that is both statically stable and inertially stable, \( N^2 \) and \( f^2 \) are both positive, and provided that the vertical shear is not too large, the criterion for ellipticity is everywhere satisfied. Typically, this is the case for the initial vortices studied here. However, as the vortex evolves, small regions develop in which the flow is inertially unstable, \( I^2_z < 0 \), or in which the shear is sufficiently large locally to make \( \Delta < 0 \). In this case the vortex is symmetrically unstable, and to advance the solution for \( \psi \) further in time, it is necessary to regularize the equation for \( \psi \) by removing the regions of symmetric instability (\( \Delta < 0 \)).

To accomplish the regularization we follow the procedure adopted by Möller and Shapiro (2002). First, having calculated the coefficients \( \bar{A} \), \( \bar{B} \), and \( \bar{C} \) at a particular time, we search for points at which \( \Delta < 0 \) and, assuming first that \( \bar{A} > 0 \), we calculate the minimum value of \( \bar{C} \) at all these points, say \( \bar{C}_{\text{min}} \). Then, at points where \( \bar{C} < 0 \) we increase \( \bar{C} \) by adding 1.01\( \bar{C}_{\text{min}} \). If \( \bar{A} < 0 \) at any of these points—that is, if the flow is statically unstable there—then we set \( N^2 \) in the expression for \( \bar{A} \) to \( 1 \times 10^{-8} \text{s}^{-2} \). The next step is to recalculate \( \Delta < 0 \) using the new values of \( \bar{C} \) and possibly \( \bar{A} \). Now, at any remaining points where \( \Delta < 0 \), the vertical shear and therefore \( \bar{B} \) must be too large, since \( \bar{C} \) and \( \bar{A} \) are both positive. At these points we effectively reduce the shear by setting \( \Delta = 2 \bar{A} \bar{C} \) and replacing \( \bar{B} \) by \( \sqrt{2 \bar{A} \bar{C}} \).
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