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ABSTRACT

Current climate models cannot resolve individual convective clouds, and hence parameterizations are needed. The primary goal of convective parameterization is to represent the bulk impact of convection on the gridbox-scale variables. Spectral convective parameterizations also aim to represent the key features of the subgrid-scale convective cloud field such as cloud-top-height distribution and in-cloud vertical velocities in addition to precipitation rates. Ground-based radar retrievals of these quantities have been made available at Darwin, Australia, permitting direct comparisons of internal parameterization variables and providing new observational references for further model development.

A spectral convective parameterization [the convective cloud field model (CCFM)] is discussed, and its internal equation of motion is improved. Results from the ECHAM–HAM model in single-column mode using the CCFM and the bulk mass flux Tiedtke–Nordeng scheme are compared with the radar retrievals at Darwin. The CCFM is found to outperform the Tiedtke–Nordeng scheme for cloud-top-height and precipitation-rate distributions. Radar observations are further used to propose a modified CCFM configuration with an aerodynamic drag and reduced entrainment parameter, further improving both the convective cloud-top-height distribution (important for large-scale impact of convection) and the in-cloud vertical velocities (important for aerosol activation).

This study provides a new development in the CCFM, improving the representation of convective cloud spectrum characteristics observed in Darwin. This is a step toward an improved representation of convection and ultimately of aerosol effects on convection. It also shows how long-term radar observations of convective cloud properties can help constrain parameters of convective parameterization schemes.

1. Introduction

A large variety of convective clouds exist in the atmosphere, from liquid-phase-only shallow cumulus to deep convection, from single cells to organized systems. They play an important role in the climate system by redistributing energy, water, and tracers vertically and horizontally through their impact on the large-scale dynamics and their radiative effect. Convective clouds can produce large amounts of precipitation and hence have a significant impact on the hydrological cycle. The size of an individual convective cloud ranges from about 100 m up to several tens of kilometers and hence cannot be explicitly resolved by current climate models. Standard commonly used bulk mass flux schemes (e.g., Tiedtke 1989; Bechtold et al. 2001; Kim and Kang 2012)
do not explicitly represent the spectrum of convective clouds but aim to represent its bulk effect on the large scale through gridbox-mean mass fluxes with height-dependent entrainment and detrainment rates. Hence, as they do not explicitly calculate in-cloud vertical velocities, they suffer from strong limitations in the treatment of microphysical processes (Sullivan et al. 2016) and aerosol–cloud interactions, possibly leading to deficiency in their ability to estimate climate forcing (Donner et al. 2016). Contrary to bulk mass flux schemes, spectral convective parameterizations aim to represent a population of convective clouds in a deterministic (e.g., Arakawa and Schubert 1974; Moorthi and Suarez 1992; Wagner and Graf 2010; Yoshimura et al. 2015) or stochastic way (e.g., Plant and Craig 2008).

The convective cloud field model (CCFM; Nober and Graf 2005; Wagner and Graf 2010; Kipling et al. 2017) is a spectral convective parameterization based on the Arakawa and Schubert (1974) concept of quasi equilibrium of a population of convective clouds with the large-scale forcing. It has been implemented in the aerosol–climate model ECHAM6.1–HAM2.2 (Kipling et al. 2017), which is the sixth version of ECHAM, the Max Planck Institute for Meteorology atmospheric general circulation model, (Stevens et al. 2013) coupled with the aerosol model HAM (Stier et al. 2005; Zhang et al. 2012). Kipling et al. (2017) improved CCFM by adding a subcloud parcel model to trigger convection and calculate cloud-base vertical velocity in order to achieve a physically based representation of cloud properties and a better link with the boundary layer temperature and humidity profiles. Global simulations using this version of CCFM in ECHAM6.1–HAM 2.2 have been evaluated against observations and performed better than the standard bulk mass flux Tiedtke–Nordeng scheme in representing the spatial distribution of precipitation and, in particular, the diurnal top-height distribution and profiles of vertical velocity with a given set of parameters. In other words, what is needed in order for CCFM to simulate the observed convective cloud-top-height distribution and profiles of vertical velocity with a given set of parameters. In other words, what is needed in order for CCFM to simulate the observed convective cloud spectrum in the tropical western Pacific? Addressing this question will also provide an illustration of the usefulness of new radar retrievals for evaluating and developing convective parameterizations.

Section 2 presents the model configuration and new CCFM development performed for the current study. Section 3 gives a short overview of the Darwin radar data and the retrieval methods used. The SCM results are presented and compared with the radar retrievals in section 4. Conclusions and additional discussion are provided in section 5.
2. Model description

a. Convective parameterization

In this section, we provide a description of the main features of CCFM relevant for this study and highlight the differences to previous studies using CCFM (Wagner and Graf 2010; Kipling et al. 2017).

Our main focus is on CCFM, but we also use the Tiedtke–Nordeng bulk mass flux scheme (Tiedtke 1989; Nordeng 1994) for comparisons. The main features of the Tiedtke–Nordeng scheme relevant for this study are the differences with CCFM: it represents only one average convective cloud that can be shallow, midlevel, or deep, and it has a simple model for entraining downdrafts (each updraft type and the downdrafts have their own prescribed fractional entrainment rate). The bulk mass flux calculation does not involve any explicit calculation of vertical velocity or convective area, contrary to CCFM, which gives vertical velocity and cloud radius and calculates the mass flux from them (cf. hereafter and supplemental section S1). More details can be found in Tiedtke (1989) and Nordeng (1994) as well as in Möbis and Stevens (2012) and Stevens et al. (2013) for the implementation in ECHAM6.

1) CCFM GENERAL CONCEPT

The CCFM (Fig. 1) is based on the idea of convective quasi equilibrium (Arakawa and Schubert 1974): the slowly varying large-scale processes destabilize the atmosphere, and the comparatively fast convective response leads to an “equilibrium” between large-scale forcing and convection. In other words, at every model time step, the convective parameterization tends to remove the large-scale-generated convective available potential energy (CAPE). The CAPE is consumed not by a single average cloud but by a population of clouds of different radii. Within a given model column, CCFM represents a spectrum of up to 10 cloud types. Each cloud type is defined by its cloud-base radius, and there may be several clouds of a given type within one column of the host model ECHAM–HAM. CCFM is hence designed to (simultaneously) represent both shallow and deep convection.

The new triggering scheme introduced by Kipling et al. (2017) aims to represent the impact of the subcloud layer (convective inhibition) on convective initiation and cloud-base properties such as vertical velocity (Fig. 1). Entraining plumes of radii ranging from 100 m to the depth of the boundary layer are initiated by perturbing the temperature (adding $T_{\text{init}}$ to the resolved-scale temperature) and specific humidity (adding $q_{\text{init}}$) at $L_{\text{init}}$ model levels above the lowest vertical level. Kipling et al. (2017) used a quite large temperature perturbation $T_{\text{init}} = 2.8$ K and a small humidity perturbation $q_{\text{init}} = 0.1$ g kg$^{-1}$ starting from the model level $L_{\text{init}} = 2$ to obtain optimal results overall in global simulations (and top-of-the-atmosphere radiative balance) but not specifically in the Tropical Warm Pool–International Cloud Experiment (TWP-ICE) domain. The TWP-ICE domain is located in a mostly tropical maritime...
environment with moderate temperature spatial variability and a rather flat terrain with only small hills inland (May et al. 2008, their Fig. 1) so that temperature perturbations are likely to be moderate and to occur at low altitude. Hence, the standard values in this study are $L_{\text{init}} = 1$ (first level above the model level containing the surface, corresponding to an altitude of about 155 m), $T_{\text{init}} = 1\ K$, and $q_{\text{init}} = 0.1\ \text{g kg}^{-1}$. The model parameters $T_{\text{init}}$, $q_{\text{init}}$, and $L_{\text{init}}$ can be adjusted: the differences with the Kipling et al. (2017) configuration are analyzed in sections 4a and 4b(1), while for brevity, the sensitivity to $T_{\text{init}}$, $q_{\text{init}}$, and $L_{\text{init}}$ is discussed in more detail in the supplement (see section S2 and Figs. S1–S5).

Depending on temperature and specific humidity profiles, some of the plumes may rise up to their levels of condensation and form a cloud. The smallest and the largest plumes reaching their condensation levels set the minimum and maximum cloud-base radius and the CCFM cloud model is run for 10 “clouds” (each of them is represented by a rising plume) of cloud-base radius linearly increasing between these boundaries. For each CCFM cloud, all the phase changes and the precipitation formation are calculated until the cloud reaches its cloud top, defined as the altitude where the vertical velocity is smaller than 0.1 m s$^{-1}$ (Fig. 1).

At cloud base, the cloud droplet number concentration (CDNC) is obtained by activating the available cloud condensation nuclei (Abdul-Razzak and Ghan 2000). The microphysics calculations within each plume are based on Zhang et al. (2005). The vertically varying variables within the plume model (i.e., “prognostic” variables in a Lagrangian sense and within one host model time step) are the vertical velocity, plume radius, temperature, and bulk mixing ratios of cloud liquid, cloud ice, rain, and snow [as in Wagner and Graf (2010) and Kipling et al. (2017)]. For this study, the microphysics is still based on Zhang et al. (2005), but contrary to previous CCFM studies, CDNC can also vary vertically within one plume: effects of dilution due to entrainment, autoconversion, and accretion on CDNC are now taken into account (and are sinks for CDNC), while in previous versions, these processes were only changing mass concentrations. Droplet activation is unchanged and occurs only at cloud base. All hydrometeors are detrained at cloud top and are a source for the large-scale (stratiform) cloud scheme, which includes fully prognostic CDNC and liquid and ice mixing ratios at the ECHAM–HAM grid scale (Lohmann et al. 2007; Lohmann and Hoose 2009).

The calculation of the cloud spectrum (i.e., the number of clouds of each type) is obtained by solving a Lotka–Volterra system of equations, representing the competition of the different cloud types (predators) for the available energy (prey). The details of the theoretical derivation are given by Wagner and Graf (2010), while some more information about the current version of CCFM in the aerosol–climate model ECHAM6.1–HAM2.2 as well as its evaluation can be found in Kipling et al. (2017).

2) CCFM PLUMES’ EQUATION OF MOTION

The forces acting on the rising parcel are the thermal buoyancy, the gravitational force acting on suspended hydrometeors (weight of hydrometeors lifted), and the aerodynamic drag. An additional term may be added to account for inertial effects.

This “inertial” term exists in any flow (including non-viscous irrotational ones) and is proportional to the total acceleration of the parcel (Brennen 1982). It is sometimes referred to as “added drag” and accounts for the fact that when the parcel rises it has to move the surrounding air (the environment), and this leads to an increased effective inertia. It is usually written as a virtual (or added) mass (Saunders 1962; Turner 1963; Brennen 1982; Pantaleone and Messer 2011). We will only use this formulation and refer to it as virtual mass. The aerodynamic drag does not depend on the acceleration but on the velocity of the parcel; we refer to it simply as drag.

The equation of motion of a rising parcel can then be written as (Simpson et al. 1965; Simpson and Wiggert 1969)

$$\frac{dw}{dz} = \frac{1}{w} \frac{d}{dt}$$

$$= \frac{1}{1 + \gamma} \left( g \frac{T_{\text{cloud}} - T_{\text{env}}}{w} - g q_c \frac{C_p}{2r} w - \frac{3}{8} \frac{C_d}{r} \right),$$

(1)

where $w$ is the in-cloud vertical velocity ($w > 0$), $\gamma = 0.5$ the virtual mass coefficient [Turner 1963; Pruppacher and Klett 1997, chapter 12, Eqs. (12)–(25); Pantaleone and Messer 2011], $g$ the gravitational acceleration, $T_{\text{cloud}}$ and $T_{\text{env}}$ the virtual temperatures for the cloud air and the environment, respectively, $q_c$ the total mass mixing ratio of lifted water condensate, $r$ the radius of the rising parcel, $C_p$ the entrainment parameter, and $C_d$ the drag parameter. For completeness, the equation governing the cloud radius is included in the supplement (section S1). Apart from its direct effect on vertical velocity shown in Eq. (1) (entrainment of momentum), entrainment has a significant impact on buoyancy: entraining drier environmental air leads to evaporation or sublimation of hydrometeors, reducing the cloud virtual temperature and hence the cloud buoyancy (while drag does not have any impact on thermal buoyancy; cf. also section 4b).
Table 1. List of the simulations analyzed in the paper (excluding supplemental material). As described in the text, \( C_\mu \) is the entrainment-rate parameter, \( T_{\text{init}} \) the initial temperature of the parcel, \( C_d \) the drag parameter, and \( L_{\text{init}} \) the height level of the initial perturbation (counted from the surface: 0 is the surface level). All CCFM simulations use an initial humidity perturbation \( q_{\text{init}} = 0.1 \text{ g kg}^{-1} \). The last column indicates whether the new equation of motion or the former one is used. Additional simulations varying the virtual mass gamma as well as \( q_{\text{init}}, T_{\text{init}}, \) and \( L_{\text{init}} \) are presented as supplemental material (section S2 and Figs. S1–S6). Choices for parameters values are explained in the text.

<table>
<thead>
<tr>
<th>CCFM_K2017</th>
<th>0.2</th>
<th>2.8</th>
<th>0</th>
<th>2</th>
<th>No [Eq. (2)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cmu0.2_2.8K_l2</td>
<td>0.2</td>
<td>2.8</td>
<td>0</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>CmuY</td>
<td>( Y = 0.2, 0.07, 0.03, 0.01 )</td>
<td>1.0</td>
<td>0</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>Cmu0.03_CdZ (low entrainment)</td>
<td>0.03</td>
<td>1.0</td>
<td>( Z = 0, 0.6, 1, 1.5 )</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>Tiedtke–Nordeng scheme</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tiedtke–Nordeng [default for ECHAM–HAM; as in Kipling et al. (2017)]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tiedtke–Nordeng entrainment rate/10 (all entrainment rates divided by 10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The original equation of motion in Simpson and Wiggert (1969) is as follows:

\[
dw = \frac{1}{1 + \gamma g} \frac{1}{T_{\text{env}}} - \frac{1}{T_{\text{env}}} - g \frac{q_{\text{env}}}{w} - \frac{C_m}{2r} W - \frac{3}{8} \frac{C_d}{r} W, \tag{2}
\]

which assumes implicitly that the virtual mass effect applies only on buoyancy. We believe this is an unnecessary approximation of the concept of virtual mass [which is an inertial effect and should hence modify the total acceleration; cf., e.g., Pantaleone and Messer (2011) for a general discussion and also Pruppacher and Klett (1997, chapter 12)]. Earlier versions of CCFM (Wagner and Graf 2010; Kipling et al. 2017) as well as other convective parameterizations (Gregory 2001; Guérény 2011) are based on this original Simpson and Wiggert (1969) formulation. In this study, we adopt the corrected equation (Table 1) except for CCFM_K2017 simulations. It is important to note that there are only small fundamental differences between the corrected equation and the older one: most of the changes can be offset by changing the value of the tunable parameters \( C_\mu \) and \( C_d \) (scrutiny of the equation shows that the only difference lies in the gravity of the hydrometeors, which has a lower relative impact in the new formulation than in the original one).

The entrainment term (Levine 1959; Simpson and Wiggert 1969) relies on the assumption of continuous and homogeneous mixing. It is a widely used simple representation of the complex turbulent processes leading to the entrainment of environmental air into the cloud (Arakawa and Schubert 1974; Kain and Fritsch 1990). Large-eddy simulations suggest limitations of this approach for representing shallow convection (Dawe and Austin 2013) and possibly the need for different parameter values depending on updraft type (Wang and Zhang 2014). However, in the framework of our rather simple entraining plume model, we keep a single, constant value of \( C_\mu \) for all clouds and all conditions. Note that although the entrainment parameter \( C_\mu \) is constant, the fractional entrainment rate is given by \( C_\mu/r \) (Wagner and Graf 2010) and hence is inversely proportional to the cloud radius (cf. also section S1).

The drag term follows the classical formulation, neglecting the small density difference between the parcel and the environment (cf., e.g., Levine 1959). The drag parameter \( C_d \) is not very well constrained, as it depends on the flow characteristics (Reynolds number and shape of the plume) and on assumptions on the turbulence (Simpson et al. 1965). Simpson et al. (1965) propose \( C_d = 0.506 \) (widely used in the literature since then) for a given entrainment rate but warn that similar results could be obtained with other values of \( C_d \) and that they cannot conclude on its magnitude. They also highlight that the virtual mass and drag coefficients, although different, have similar effects on the plume development (by reducing its acceleration). Based on these conclusions, latter models have used various empirical configurations.

The set of values used from \( C_d \) and \( \gamma \) varies from model to model. Simpson and Wiggert (1969) compare simple cumulus model simulations using \( C_d = 0.506 \) and \( \gamma = 0 \) and \( C_d = 0 \) and \( \gamma = 0.5 \) and argue that the latter has better support from laboratory experiment and some observations (but limited and rather qualitative). Previous formulations of CCFM (Wagner and Graf 2010; Kipling et al. 2017) adopted this configuration (\( C_d = 0, \gamma = 0.5 \)). Bretherton et al. (2004) give a different definition of the coefficients and use a formulation with only a drag coefficient and setting the virtual mass coefficient \( \gamma \) to zero. Several bulk mass flux parameterizations adopt \( \gamma = 0.5 \) and a nonzero value of the...
drag coefficient (Gregory 2001; Guérémé 2011) based on Simpson et al. (1965), Sherwood et al. (2013) model thermals as Hill’s vortices and argue that the passive drag can then be neglected but discuss the possibly important turbulent dissipation and virtual mass (i.e., inertial) effects. In contrast, Romps and Charn (2015) show that in their simulations tropical maritime thermals differ from Hill’s vortices and drag plays an important role, while the virtual mass effect can be neglected as the actual net acceleration of plumes is small.

In our study, we keep the standard, widely used value of $\gamma = 0.5$ and only briefly discuss the impact of changing $\gamma$ compared to changing $C_d$. We investigate the impact of different values of the poorly constrained and somehow controversial drag coefficient $C_d$: 0 for a no-drag simulation; 0.6, as in Romps and Charn (2015); 1, which is close to the value for a sphere; and a stronger drag of 1.5. We also discuss the impact of the other poorly constrained parameter, the entrainment parameter $C_{d'\alpha}$. The different configurations are compared with radar observations of convective clouds, as well as with the original configuration of CCFM (from Kipling et al. 2017) and the Tiedtke–Nordeng scheme. A list of simulations is provided Table 1.

**b. Model configuration**

We use CCFM in the ECHAM6.1–HAM2.2 SCM. The SCM has the same physics as the full ECHAM–HAM, but the model dynamics is replaced by prescribed horizontal advective tendencies of specific humidity and temperature. The large-scale vertical and horizontal winds as well as the surface pressure and the surface temperature are prescribed at every time step (the surface moisture and energy fluxes are not).

The 6-hourly data used to drive the SCM are provided by the Department of Energy Atmospheric Radiation Measurement (ARM; Xie et al. 2010) Program. They are based on a variational analysis using ECMWF operational analysis in the four grid points encompassing the domain of the TWP-ICE (May et al. 2008), in Darwin, Australia. Additionally, microwave radiometer measurements of liquid water path and radar-derived precipitation rates are used to constrain the variational analysis (Zhang and Lin 1997; Xie et al. 2004). The forcing dataset is currently available for three wet seasons (November–April), but we focus only on the wet seasons 2005/06 and 2006/07 (cf. section 4 and supplemental material) during which radar data were also available.

We use the standard vertical resolution for ECHAM6.1–HAM2.2: 31 vertical levels and a 12-min time step. Convection is parameterized with either CCFM or the default bulk mass flux Tiedtke–Nordeng scheme (Tiedtke 1989; Nordeng 1994; Stevens et al. 2013).

The lack of feedback in SCM simulations can lead to a significant drift in temperature and humidity through model errors associated with the lack of large-scale feedback and from errors in the forcing data, accumulating over the course of the simulation (Zhang et al. 2016). To avoid this problem, one approach is to perform short successive simulations; another is to apply nudging (e.g., Neggers et al. 2012). We use the latter, as this gives similar benefits as having successive short simulations without the limitations related to reinitializing the model (and hence having discontinuous time series). The model is relaxed to the vertical profiles of specific humidity and temperature following the equation

$$x = x^0 + (x^f - x^0) \frac{\Delta t}{\tau},$$

where $x$ is the variable (specific humidity or temperature) value after relaxation has been applied, $x^0$ its value before relaxation, $x^f$ the target value to relax to, $\Delta t = 12$ min the model time step, and $\tau = 6$ h the relaxation time scale. We choose this relaxation time of $6$ h, as it is the time resolution of the variational analysis data. It is also long enough to provide the model with some level of freedom without allowing for any significant drift (Neggers et al. 2012).

### 3. Radar data

The radar products used in this study are described in Kumar et al. (2015). We provide here a brief overview of the most important features for the present study, as well as some details about specific choices we make.

Vertically pointing ultra-high-frequency (UHF) and very-high-frequency (VHF) radars at, respectively, 920 and 50 MHz are used for high-accuracy retrievals of in-cloud vertical velocity at Darwin (Williams 2012). The use of two frequencies is needed to separate the air vertical velocity from the velocity of the falling hydrometeors (Protat and Williams 2011). Profiler retrievals are provided every minute with 100-m vertical resolution from 1.7 to 17 km, with the highest confidence below 11 km due to the limited sensitivity of the UHF profiler.

The C-band polarimetric radar (CPOL) provides volumetric data from plan position indicator (PPI) volumetric sampling and range–height indicator (RHI) scans over the site of the profilers. The radar reflectivity field is used to estimate surface precipitation rates on a 2.5-km horizontal grid every 10 min. CPOL RHI data are also used to classify the collocated UHF–VHF profiles as convective, mixed (or uncertain), or stratiform (Thurai et al. 2010). To consider all the convective profiles and to be as inclusive as possible, in this study, the “convective profiles” are those being flagged as
either mixed or (purely) convective at 2.5-km height. Including the mixed profiles does not significantly change the results compared to using only purely convective profiles: it only leads to a slight decrease in the average vertical velocity and in the relative occurrence of cloud tops at altitude above 15 km (not shown). CPOL resolution is 10 min, and hence, we assume that the pixel classification applies to interval \( [t - 5 \text{ min}; t + 5 \text{ min}] \), meaning that if the CPOL profile at time \( t \) is convective, all the UHF–VHF 1-min profiles in the interval are considered as convective.

Statistics of cloud-top height are also derived from the CPOL profiles by estimating the 0-dBZ echo-top height (ETH). To account for shallow nonprecipitating convection, we do consider all the CPOL profiles with a valid reflectivity measurement at 2.5 km. We then weight every CPOL ETH by the number of profiles in the 10-min interval having at least one valid nonzero UHF–VHF retrieval of vertical velocity, and the probability distribution of cloud-top height is calculated using these weights. We use this unrestrictive criterion on vertical velocity, as more constraining ones (e.g., imposing to have at least one measurement of vertical velocity greater than 0 m s\(^{-1}\) or even greater than 1 m s\(^{-1}\)) lead to very moderate changes in the probability distributions.

Following Kumar et al. (2015), we assume that the statistics of vertical velocity and cloud-top height at Darwin are representative of the TWP-ICE domain (cf. May et al. 2008, their Fig. 1). We also derive the convective mass flux similarly to Kumar et al. (2015), assuming that the fraction of CPOL profiles flagged as convective in a 9-h time window gives a good estimation of the mean convective area fraction in the model column (i.e., the TWP-ICE domain) and, more importantly for our study, that the mass flux can then be derived by assuming that every 1-min profile of vertical velocity flagged as convective shares an equal proportion of the convective area fraction. Kumar et al. (2015) showed that this method of using a “time approach” to estimate spatial area fraction gives relatively good results when compared to direct area fraction measurements, with however significant differences above about 8 km height where the method underestimates the area fraction and hence the mass flux (Kumar et al. 2015, their Fig. 2).

Apart from these methodological limitations in the calculation of the mass flux, there are also uncertainties associated with the radar retrievals. The horizontal resolution may limit the detection of intense localized precipitation, can affect the distribution of precipitation, and possibly lead to an underestimation of the occurrence of very heavy precipitation. As the profilers are close to the CPOL radar, echo-top-height calculations derived from CPOL should not be significantly affected by attenuation.

4. Results

This section contains three subsections. Section 4a provides an overview of the base simulations during the 2005/06 wet season (Tiedtke–Nordeng and base CCFM simulations) and a comparison with observations in terms of the key characteristics of the cloud spectrum (cloud-top height, vertical velocity, and mass flux). Section 4b discusses the sensitivity of these spectrum characteristics to model parameters (Table 1) and compares the broad performance of different configurations. Section 4c extends the analysis by focusing on selected model configurations to study the precipitation response.

a. Base simulations

As discussed in section 2b, theoretical considerations drive the use of a new equation of motion rather than the one used in earlier work with CCFM. For completeness, we provide comparisons between the configuration based on Kipling et al. (2017), CCFM_K2017, and an identical configuration but using the corrected equation of motion (Cmu02.2.8K_l2; cf. Table 1) as well as comparisons to the Tiedtke–Nordeng scheme and the radar retrievals (Fig. 2).

We observe (Fig. 2a) that during the 2005/06 wet season (10 November 2005–15 April 2006) the radar data exhibit two peaks in the distribution of cloud-top height (CTH), one around 6 km and another one around 13 km (recall that CTH cannot be retrieved below 2.5 km). The Tiedtke–Nordeng scheme produces sharp peaks at 1.5 and 8 km, very different from the observations, and fails to produce any of the deepest convective clouds (above 10 km). The Tiedtke–Nordeng scheme allows for clouds of different heights but uses three prescribed cloud types with a prescribed fractional entrainment for each. The sharp peaks observed in the Tiedtke–Nordeng simulations are likely related to this discrete classification of convection types as either “shallow,” “midlevel,” or “deep” (Tiedtke 1989; Nordeng 1994). The two CCFM simulations produce smoother, more realistic CTH distributions. However, CCFM tends to overestimate the occurrence of cloud tops at about 3–4 and 6–10 km. The deepest clouds (CTH > 12 km) are underrepresented, especially with CCFM_K2017. Cmu02.2.8K_l2 indeed produces deeper updrafts than CCFM_K2017 as applying the virtual mass term to the total acceleration [Eq. (1)] rather than only to the buoyancy term [as in Eq. (2)] means that all terms reducing the acceleration (drag, condensate gravity, and
Entrainment of momentum) are smaller in the new version than in the older one (everything else being kept unchanged).

The observed average vertical velocity (Fig. 2b) increases from about 3 to about 6.5 m s\(^{-1}\) at 11 km. The 90th and 95th percentiles profiles have a similar shape to the mean but stronger slopes. The simulations both have too-strong updrafts below 7 km (in term of mean and high percentiles). Above 7 km, the CCFM_K2017 simulation gives a mean vertical velocity close to the observations but 90th and 95th percentiles that are too small. Moreover, the simulated decrease of vertical velocity with height does not match the observations. Hence, both simulations have some difficulties in representing well the vertical velocity profile, and it is not obvious which one agrees better with the observations.

The radar-retrieved convective mass flux (Fig. 2c) has a maximum at 6 km and a small local maximum at 1.7 km, which could also give support to the idea of an unobserved mode of shallow clouds (however, more observations would be needed to confirm this hypothesis, and we hence exclude the shallowest clouds from our discussion). As mentioned in section 3, the radar-retrieved mass flux at 8 km and above is likely to be underestimated, possibly leading to an overestimation of the peak (relative) strength at 6 km. In comparisons with the radar retrievals, the Tiedtke–Nordeng parameterization gives unrealistically sharp peaks (reflecting the peaks observed Fig. 2a), while the two CCFM simulations are in better agreement with the observations. They do not, however, reproduce the maximum of the mass flux at 6 km. The simulation with the corrected equation of motion (Cmu0.2_2.8K_12) gives slightly better results than CCFM_K2017, the magnitude of the mass flux being closer to the radar retrievals at higher altitude.
Compared to CCFM_K2017, the simulation with the new equation (Cmu0.2_2.8K_l2) produces more deep clouds and a larger convective mass flux in better agreement with the radar products (Fig. 2). However, Cmu0.2_2.8K_l2 also has larger vertical velocities, especially above 4 km, showing reduced agreement with the observations. Hence, we cannot conclude which simulation gives the best results, and the sensitivity to parameters of CCFM_K2017 (not shown) is very similar to the one of the new version (discussed in section 4b): our motivation for using the corrected equation of motion remain driven by theoretical considerations.

b. Cloud spectrum parameter sensitivity

We study here the sensitivity of the convective cloud spectrum characteristics (cloud-top-height distribution, vertical velocity, and mass flux profiles) to CCFM parameters (entrainment and drag parameters; cf. Table 1) in order to understand how these parameters drive the spectrum and affect the comparison with observations.

Overall, changing the temperature, humidity, or height of the perturbation (cf. section S2 and Figs. S1–S5 for a discussion of the triggering parameters) does not lead to a significantly better agreement with the observations: improving the CTH distribution and the mass flux can only be achieved at the expense of the vertical velocity profile (and vice versa).

1) ENTRAINMENT

The entrainment-rate parameter $C_m$ is known to play an important role in the representation of shallow and deep convection. Reducing the entrainment-rate parameter increases the occurrence of higher clouds in both CCFM and Tiedtke–Nordeng (Fig. 3a). However, even with 10-times-smaller entrainment-rate parameters (compared to the default values), the Tiedtke–Nordeng scheme does not produce any cloud above 12 km and keeps the same unrealistically sharp peaks in the distribution at 1, 5, and 8 km (Fig. 3a). Decreasing the entrainment-rate parameter in CCFM leads to a
monotonic increase of the occurrence of deep convective clouds (high cloud tops). With an entrainment-rate parameter $C_e = 0.03$, CCFM is in reasonably good agreement with the observed distribution of convective cloud-top height (Fig. 3a) for cloud tops above 9 km, although the occurrence of cloud tops around 15 km is overestimated, and the occurrence of cloud tops around 6 km is largely underestimated.

This improvement in representing the cloud-top-height distribution by reducing the entrainment rate is obtained at the expense of far-too-strong updrafts (Fig. 3b). Indeed, reducing the entrainment rate reduces the evaporative cooling because of mixing with drier air; and reducing evaporation has a positive impact on buoyancy and hence increases the vertical velocity (reducing entrainment also reduces the slowing of the parcel because of entrainment of motionless air, but this is insignificant compared to the reduced evaporation effect).

Increasing the entrainment parameter increases the Tiedtke–Nordeng mass flux, which is then closer to the radar-derived values but still has a too-sharp peak and is much too small above 8 km (Fig. 3c). In CCFM, reducing the entrainment-rate parameter leads to an average mass flux closer to the observations in the midtroposphere (at 4–8 km, with $M_{CCFM} \sim 6 \times 10^{-3} \text{kg m}^{-2}\text{s}^{-1}$ and $M_{\text{radar}} \sim 6–9 \times 10^{-3} \text{kg m}^{-2}\text{s}^{-1}$, cf. Fig. 3c). The CCFM mass-flux profile is still too flat, while the observations show a maximum at 6 km (as discussed in section 4a). CCFM also overestimates the mass fluxes above 10 km for $C_e \approx 0.07$.

The shape of the radar-retrieved mass flux profiles seems quite robust: it does not change significantly if we use only the upward mass flux with vertical velocity above 1 m s$^{-1}$ in order to calculate the mean profile instead of considering all the profiles with at least one nonzero valid measurement (not shown). This is partly due to compensation between the negative downward mass flux and the small upward mass flux with $w < 1$ m s$^{-1}$. As discussed in section 3, there are also limitations associated with the method used to retrieve mass fluxes. An accurate representation of the mass flux profile is difficult, and even idealized CRM simulations show differences, some models predicting mass flux profiles with a clear maximum in the midtroposphere while others have a flatter profile (Derbyshire et al. 2004, their Fig. 4), similar to the CCFM ones (Fig. 3c).

2) DRAG

Drag reduces the vertical velocity while keeping the buoyancy constant. In consequence, adding drag has a moderate effect on the cloud-top-height distribution and mass flux profiles, and this effect tends to saturate ($C_d = 0.6$, 1, and 1.5 give similar cloud-top heights and mass fluxes; cf. Figs. 4a and 4c). More precisely, the occurrence of very deep convective clouds (CTH > 13 km) is reduced and slightly underestimated in the simulations with drag (Cmu0.03_Cd0.6, Cmu0.03_Cd1, and Cmu0.03_Cd1.5), while the midtroposphere clouds are better represented than in Cmu0.03_Cd0 (Fig. 4a).

The mass flux profile is slightly improved when drag is added (with a reduced overestimation above 10-km height; cf. Fig. 4c), although as discussed before, the profile remains too flat in the midtroposphere. The vertical velocity profile is largely improved: CCFM updrafts remain too strong but are in closer agreement with the observations for $C_d = 1.5$ (Cmu0.03_Cd1.5; cf. Fig. 4b) than in simulations without drag. Note that increasing the virtual mass coefficient $\gamma$ has a similar effect to increasing the drag parameter $C_d$ but with a smaller sensitivity (Fig. 4c).

Further analysis shows that, although drag brings significant improvement, CCFM systematically tends to underestimate the occurrences of weak updrafts, which contribute largely to the observed convective cloud fraction (section S3 and Fig. S7). We believe this is related to intrinsic limitations of the plume model and its assumptions. CCFM performs similarly when used to simulate another wet season, confirming our results (section S4 and Fig. S8). CCFM simulations tend however to be less sensitive to changes in environmental conditions (especially humidity) than the observed convective cloud properties (sections S4 and S5; Figs. S8 and S9).

Further investigation would need an additional long-term 3D dataset to perform more stratification of the data.

Hence, reducing the entrainment and adding drag (within the corrected equation of motion) allows for a better representation of both the CTH distribution (especially for the deeper clouds that were otherwise missing) and the vertical velocity profile, compared to the CCFM_K2017 simulations. This cannot be achieved by changing other parameters (triggering or entrainment alone). We do not aim here to provide any fine-tuning of CCFM, which has to be conducted in global simulations: we consider Cmu0.03_Cd1.5 as a satisfactory low entrainment–high drag configuration (cf. Fig. 5, which summarized the results on a few selected configurations).

c. Extended analysis based on selected model configurations

Section 4b discussed parameter sensitivities and showed that entrainment and drag parameters have significant impacts on CCFM vertical velocities and cloud-top-height distributions as well as on mass flux profiles. In this section, we expand our analysis to precipitation based on selected model configurations (Fig. 5).

The observed radar time series of precipitation during the 2005/06 wet season (10 November 2005–15 April...
is well reproduced by CCFM (especially with a low entrainment parameter), while the bulk mass flux Tiedtke–Nordeng scheme tends to underestimate precipitation (Fig. 6a). The analysis of the 12-min SCM results (Fig. 6b) shows that Tiedtke–Nordeng also produces highly intermittent precipitation, with a very quick decrease in the precipitation temporal autocorrelation (this is also the case in the global ECHAM–HAM setup, not shown). CCFM gives results in much better agreement with the 10-min radar observations. This is a major improvement compared to Tiedtke–Nordeng, and we believe it is related to a better treatment of the triggering, based on the use of a subcloud entraining plume model and hence directly linked to boundary layer temperature and moisture profiles. Decreasing the entrainment decreases the impact of environmental air temperature and humidity on the rising parcel and appears to slightly increase the intermittency of precipitation (Fig. 6b). However, this is only a small change, and CCFM remains much closer to the radar observations than Tiedtke–Nordeng.

The precipitation intensity distribution (Fig. 6c) cannot be estimated with the Tiedtke–Nordeng scheme as there is no explicit calculation of the convective column area. We assume that each cloud in CCFM has horizontally homogeneous precipitation falling under the cloud maximum horizontal area. We then calculate the precipitation-weighted probability distribution of below-cloud precipitation rates for the CCFM convective clouds, as well as for the CPOL-observed clouds:

\[
P_i = \frac{\sum_{R \leq i < 1} R \times (R \times \text{area})}{\sum (R \times \text{area})}, \tag{4}
\]

with \( R \) the below-cloud precipitation rate (average precipitation rate over 2.5 km \( \times \) 2.5 km for the radar data) and \( i \) an integer between 0 and 300 mm h\(^{-1}\) (only 0–150 mm h\(^{-1}\) is shown; Fig. 6c). Hence, “precipitation weighting” means here that the area under the curve in a given interval of precipitation rate is the fraction of the total precipitation in this interval (the area over all the precipitation bins is normalized).

The radar-observed total precipitation distribution is close to an exponential distribution for precipitation.
larger than 10 mm h\(^{-1}\) (Fig. 6c). The probability density reaches a maximum for precipitation rates between 1 and 2 mm h\(^{-1}\). The observed distribution of convective precipitation rate is very different from the distribution of total precipitation (convective and stratiform) and has a clear maximum at 17 mm h\(^{-1}\).

All CCFM configurations as well as the Tiedtke–Nordeng scheme largely overestimate the proportion of convective precipitation (about 95% for CCFM and 76% and 98%, respectively, for the base Tiedtke–Nordeng simulation and the one with low entrainment) compared to the radar observations (42%). With CCFM, the intense stratiform precipitation is not represented at all (there is no stratiform precipitation rate above 2 mm h\(^{-1}\)), and hence, the stratiform precipitation makes only a limited contribution to the simulated distribution of total precipitation. This strong underestimation of stratiform precipitation has also been observed with cloud-resolving models and limited-area models (Varble et al. 2014b) and in their case traced back to deficiencies in the microphysics. In CCFM, a too-large fraction of the total precipitation comes from intense below-cloud precipitation rates (Fig. 6c), as also observed with a higher-resolution model using a mass flux parameterization (Nguyen et al. 2015).

We also note that decreasing the entrainment parameter leads to more frequent large precipitation rates and less precipitation at very low rates. Other studies using bulk mass flux parameterization have shown similar sensitivity of precipitation-rate distribution when the entrainment rate is changed (Bush et al. 2015). This is partly counterbalanced by adding drag (\(C_d = 1.5\)), which tends to reduce the intensity of convection.

Deficiencies of all CCFM configurations in representing the distribution of below-cloud precipitation rates are mostly due to too-few, too-narrow updrafts: the total convective area fraction is too small (leading to too-large below-cloud precipitation rates; cf. Fig. 6c), largely because weak updrafts are missing in CCFM, while they account for a significant convective area fraction in the observations (cf. Fig. S7 and section S3). This is likely due to an intrinsic limitation of CCFM as each CCFM cloud type has only one mean vertical
velocity and is described by a simple plume model. Further CCFM improvement could include a representation of shear and a more detailed representation of convective updrafts (and possibly downdrafts) and of entrainment, but this will need significant additional model development and is beyond the scope of the present study.

5. Conclusions and perspectives

We compared single-column simulations of ECHAM6.1–HAM2.2 using two different convective parameterizations during the wet season at Darwin, Australia, with radar retrievals of convective cloud properties: vertical velocities, cloud-top-height distribution, precipitation rates, and mass fluxes. These radar data allow for an in-depth analysis of model performances: we showed how long-term radar measurements (using three radars operating at different wavelengths) open new pathways for evaluation of internal parameterization variables and inform further parameterization development.

The spectral convective parameterization convective cloud field model (CCFM) produces better results than the bulk mass flux Tiedtke–Nordeng scheme in representing the cloud-top-height distributions and the precipitation rates, avoiding the unrealistic high-frequency intermittency of precipitation produced by the Tiedtke–Nordeng scheme. To a lesser extent, mass flux profiles are also improved.

We showed the importance of the entrainment parameter for driving the CCFM-simulated cloud spectrum. A low entrainment parameter is needed in order to have a large-enough buoyancy and to produce enough deep convective clouds, which is essential to accurately capture the radiative effect of convective clouds. However, a low entrainment parameter also leads to a substantial overestimation of the vertical velocity (when compared to the radar retrievals). This has strong limitations for aerosol–cloud interactions as an accurate
updraft velocity is needed to estimate the right number of activated aerosol (West et al. 2014; Sullivan et al. 2016), for the microphysics, and hence possibly for climate forcing (Donner et al. 2016). To reduce the vertical velocity without reducing the buoyancy, we increased the poorly constrained aerodynamic drag parameter (originally set to zero) in the rising plume equation of motion. This gives good results in terms of both the cloud-top-height distribution and the mean and high percentiles of vertical velocity profiles. This configuration represents the observed time series and temporal variability of precipitation rates well but overestimates (as all CCFM configurations) the below-cloud precipitation rates, primarily because of too-narrow convective plumes.

Hence, the spectral convection parameterization CCFM can represent the main features of the convective cloud spectrum in the tropical western Pacific, although some differences remain in the mass flux profiles, the details of the cloud-top-height distributions, and the distribution of vertical velocity. CCFM is designed to represent shallow and deep convective updrafts but cannot reproduce the weakest updrafts observed and hence tends to produce too-strong, too-narrow updrafts. Even high-resolution models have difficulties reproducing the characteristics of convective updrafts in this region and, as in our simulations, often overestimate vertical velocities (e.g., Varble et al. 2014a). The remaining differences between CCFM and the observations are likely to be linked to intrinsic assumptions made in CCFM: real clouds differ from rising plumes with a simple formulation of entrainment and drag and one mean vertical velocity per cloud, and the atmosphere is not in quasi equilibrium at short time scales. Comparing CCFM with LES models of convective clouds could help further improve the plume model, but we believe a new formulation is needed to produce significant improvements. Although some further investigations and development are always needed in a convective parameterization, the present study suggests that ECHAM–HAM–CCFM meets some of the basic requirements for representing a population of convective clouds, at least in the TWP-ICE area.

The 2D radar retrievals have been essential in this study and should provide important constraints for evaluation and development of future convective parameterizations. However, further investigations of CCFM (and other parameterizations) could be conducted by using a new 3D dataset of convective vertical velocity in the Darwin area currently under development. This would allow for a more direct calculation of the convective mass flux and hence be less subject to representativity issues. Such a dataset could also allow more relevant stratification by water vapor content, which is known to be an important variable for convective growth (Holloway and Neelin 2010; Labbouz et al. 2015) but seems to have too little impact on CCFM, as in most current models (Del Genio 2012). Further stratification should be considered in future studies to gain better understanding of model performances and possibilities for improvements. We will also consider using radar datasets at other locations when they are available along with good-quality meteorological data and analysis products to drive the SCM. Comparison of these extended datasets with an ensemble of model simulations would make it possible to evaluate not only CCFM itself but also the impacts and feedbacks of CCFM on the large scale and hence provide a new framework for continuous development, possibly including more fundamental changes in the model (for instance, departure from quasi equilibrium and development of a new plume model).
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