Analysis of Cloud-Resolving Model Simulations for Scale Dependence of Convective Momentum Transport
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ABSTRACT

We use 3D cloud-resolving model (CRM) simulations of two mesoscale convective systems at midlatitudes and a simple statistical ensemble method to diagnose the scale dependency of convective momentum transport (CMT) and CMT-related properties and evaluate a parameterization scheme for the convection-induced pressure gradient (CIPG) developed by Gregory et al. Gregory et al. relate CIPG to a constant coefficient multiplied by mass flux and vertical mean wind shear. CRM results show that mass fluxes and CMT exhibit strong scale dependency in temporal evolution and vertical structure. The upgradient–downgradient CMT characteristics for updrafts are generally similar between small and large grid spacings, which is consistent with previous understanding, but they can be different for downdrafts across wide-ranging grid spacings. For the small to medium grid spacings (4–64 km), Gregory et al. reproduce some aspects of CIPG scale dependency except for underestimating the variations of CIPG as grid spacing decreases. However, for large grid spacings (128–512 km), Gregory et al. might even less adequately parameterize CIPG because it omits the contribution from either the nonlinear-shear or the buoyancy forcings. Further diagnosis of CRM results suggests that inclusion of nonlinear-shear forcing in Gregory et al. is needed for the large grid spacings. For the small to median grid spacings, a modified Gregory et al. with the three-updraft approach help better capture the variations of CIPG as grid spacing decreases compared to the single updraft approach. Further, the optimal coefficients used in Gregory et al. seem insensitive to grid spacings, but they might be different for updrafts and downdrafts, for different MCS types, and for zonal and meridional components.

1. Introduction

Convective momentum transport (CMT), which refers to transport of horizontal momentum in the vertical direction by cumulus clouds, occurs mostly in the troposphere and has been demonstrated to have an essential impact on global atmospheric circulations and climate in both observational and numerical studies (e.g., Houze 1973; LeMone 1983; Helfand 1979; Zhang and McFarlane 1995; Song et al. 2008; Richter and Rasch 2008; Majda and Stechmann 2008, 2009, 2016; Khouider et al. 2012a,b; Shaw and Lane 2013; Lane and Moncrieff 2010; Moncrieff and Liu 2006; Badlan et al. 2017). However, it is a challenging task to fully understand CMT and parameterize it
because 1) CMT cannot be directly measured on a global scale and instead is estimated as a residual from the small imbalance between the large-scale horizontal pressure gradient force (PGF) and the Coriolis force from intensive field experiments (Sui and Yanai 1986; Wu and Yanai 1994; Tung and Yanai 2002a,b), 2) CMT is not a conserved variable and comprises two horizontal components that can behave differently for different mesoscale convective systems (MCSs; Asai 1970; LeMone 1983; LeMone and Jorgensen 1991; Wu and Arakawa 2014), and 3) CMT has multiscale features ranging from cloud clusters on mesoscale to convectively coupled equatorial waves (CCW) on equatorial synoptic scales (Majda and Stechmann 2009; Khouider et al. 2012a,b).

Most observational data and theoretical studies suggest that CMT is often downgradient in nonlinear MCSs and can be either upgradient or downgradient for linear MCSs (Moncrieff and Green 1972; LeMone et al. 1984; Moncrieff 1992; Grabowski and Moncrieff 2001; Khouider et al. 2012b; Majda and Stechmann 2009). For nonlinear MCSs, such as mesoscale convective complex (MCC), Sui and Yanai (1986) and Tollerud and Esbensen (1983) utilized data from phase III of Global Atmospheric Research Program (GARP) Atlantic Tropical Experiment (GATE) and discovered that nonlinear MCSs tend to decelerate the large-scale flow in the upper troposphere as well as reduce the vertical wind shear in the lower troposphere. Therefore, CMT is downgradient with respect to mean wind shear. Wu and Yanai (1994) found that CMT is downgradient in the upper troposphere for MCC using observation data from the Oklahoma–Kansas Preliminary Regional Experiment for STORM-Central (OK PRE-STORM) and Atmospheric Variability Experiment–Severe Environmental Storms and Mesoscale Experiment (SESAME).

For linear MCSs, Asai (1970), LeMone (1983), Gallus and Johnson (1992), and Wu and Yanai (1994) have consistently shown that the line-parallel component of CMT is upgradient, but the line-normal component of CMT is upgradient. LeMone and Jorgensen (1991) reported that for cloud systems during the Taiwan Area Mesoscale Experiment, the line-normal component of CMT is downgradient in the lower troposphere but becomes upgradient in the upper troposphere. Zhang and Wu (2003) used 2D cloud-resolving model (CRM) to study the CMT of tropical convection observed during the Tropical Ocean and Global Atmosphere Coupled Ocean–Atmosphere Response Experiment intensive observation period, and they pointed out that the CMT in the easterly wind regime is downgradient, but CMT in the westerly wind burst is upgradient. Houze et al. (2000) uses Doppler radar data collected by aircraft and ship and found that CMT was downgradient within the westerly onset region and was upgradient within the westerly wind burst. Khouider et al. (2012b) employed a multicloud model and suggested that CMT associated with CCW in front of the Madden–Julian oscillation (MJO) is downgradient, while the CMT associated the squall lines east of the convection core is upgradient. Many studies have attempted to parameterize the effect of CMT in general circulation models (GCMs; e.g., Schneider and Lindzen 1976, hereafter SL76; Zhang and McFarlane 1995; Gregory et al. 1997, hereafter GKI97). Despite the complexity of CMT, this effect is often formulated in a grossly simplified way. In the early years of CMT parameterization development, CMT was parameterized in a simplified form by assuming that in-cloud horizontal momentum depends only on lateral detrainment and entrainment rates (Ooyama 1971; SL76). However, since LeMone (1983) and LeMone et al. (1984) demonstrated that in-cloud horizontal momentum can also be strongly influenced by the convection-induced pressure gradient (CIPG) using observational data from field experiments, many studies attempted to include the effects of CIPG on in-cloud momentum in their CMT parameterization schemes (Zhang and Cho 1991a,b, hereafter ZC91; Wu and Yanai 1994; GKI97). To include the CIPG effect in the CMT parameterization, ZC91 parameterized CIPG in terms of cloud-scale circulation and the interaction between convective updrafts/downdrafts and vertical mean wind shear. Wu and Yanai (1994) and GKI97 represented the CIPG by assuming that it is proportional to the product of cloud mass flux and vertical mean wind shear. Cheng and Xu (2014) parameterized the CIPG effect by using a multiscale modeling framework (MMF), which is also known as super-parameterization (Khairoutdinov and Randall 2001). MMF consists of a 2D CRM embedded in each grid column of GCM, which can explicitly treat cloud-scale processes. The embedded CRM in the MMF provides vertical transport of momentum in one horizontal direction, while in the other direction, the vertical momentum transport is assumed to be proportional to the vertical mass flux diagnosed from the CRM in addition to the effects of entrainment and detrainment. To represent both upgradient and downgradient vertical momentum transports, the orientation of the 2D CRM varies with time, which is determined by the stratification of the lower troposphere and environmental wind shear. Tulich (2015) also developed a similar CMT parameterization scheme as Cheng and Xu (2014) for the Weather Research and
CMT parameterization schemes, Moncrieff (1981, 1992) parameterize the CMT effects by specifically considering the entire cumulus clouds and associated mesoscale circulation. They used analytical models to represent major flow patterns of squall lines, which allowed their parameterization scheme to capture the upgradient and downgradient features of CMT (LeMone and Moncrieff 1994). However, this analytical model requires several parameters such as the depth of the cloud and the detailed mesoscale flow pattern, which are not available in most of the GCMs. This limits the applicability of this scheme in conventional GCMs with parameterized physical processes.

One of the disadvantages of typical mixing-entrainment CMT parameterization schemes (e.g., SL76; GKI97; ZC91) is requiring expensive computational resources. To provide cheaper alternatives, many studies have proposed different methods to parameterize CMT effects (Majda and Stechmann 2008, 2009, 2016; Khouider et al. 2012a,b). Majda and Stechmann (2008, 2009) developed a simple stochastic model based on weak temperature gradient (WTG) approximation as well as a simple dynamic model, both of which are able to capture the important features of CMT, including both upgradient and downgradient transport of CMT. Khouider et al. (2012a) developed an even simpler model to handle the upgradient and downgradient feature of CMT by using a similar approach to Majda and Stechmann (2008) but replaced the stochastic process with a simple exponential distribution function.

Using CMT parameterizations in GCMs has greatly improved the simulations and forecasting of largescale circulations. For example, Helfand (1979) found an enhanced winter Hadley circulation and more realistic simulated meridional winds when using a simple SL76 CMT scheme in the Goddard Laboratory for Atmospheric Sciences (GLAS) GCM model. Zhang and McFarlane (1995) obtained similar results to Helfand (1979) when including the ZC91 CMT parameterization in the Canadian Centre for Climate Modelling and Analysis model. Wu et al. (2003) successfully captured the seasonal migration of the intertropical convergence zone (ITCZ) precipitation when the ZC91 CMT scheme was included in the National Center for Atmospheric Research Community Climate System Model, version 3 (CCSM3). Cheng and Xu (2014) showed that the stationary anomalous precipitation can be reduced and more realistic large-scale circulation can be obtained when using their CMT parameterization scheme in the superparameterized Community Atmosphere Model (SPCAM), version 3.5. Tulich (2015) obtained improvement of tropical wave variability and the global simulations of seasonal climate when using his proposed CMT scheme in the WRF Model. Hurricane intensity forecasting also showed promising improvement with the inclusion of the GKI97 CMT scheme in NCEP’s operational Global Forecast System (GFS) and its nested regional spectral model because the CMT scheme can effectively suppress spurious weak tropical disturbances (Han and Pan 2006). Deng and Wu (2010) also obtained a more coherent structure for the MJO deep convective center and its corresponding atmospheric variances when including a CMT scheme in the Iowa State University (ISU) GCM.

Richter and Rasch (2008) and Romps (2012) further compared two mixing-entrainment CMT schemes with and without CIPG. Both studies found that using the GKI97 scheme resulted in less improvement in the simulated large-scale circulations than using the SL76 scheme even though the GKI97 scheme was more physically representative than the SL76 scheme. One of the potential attributions of poorer performance of the GKI97 scheme is the high uncertainty in setting the coefficients in the formulation of CIPG. This uncertainty has been reflected in the past studies in which different coefficients have been adopted, such as 0.7 by GKI97 and Richter and Rasch (2008), 0.55 by Zhang and Wu (2003), and 0.4 in CAM, version 5.1 (CAM5.1; Neale et al. 2010). In addition, the same coefficient has been used for both the zonal and meridional components of updraft and downdraft CIPG.

With increasing computing power, GCMs and regional climate models are able to run in a wide range of horizontal resolutions from hundreds of kilometers to a few kilometers. The aforementioned uncertainties may be amplified at higher spatial resolutions because of the lack of understanding of the scale dependency of CMT and CIPG. Improving this understanding is required to further improve CMT parameterizations, especially for the scale-adaptable aspects (Liu et al. 2015). Since the GKI97 scheme is one of the widely used CMT schemes in GCMs, it is important to reevaluate the performance of the GKI97 scheme and explore its adaptability to model resolution.
This study expands on the work of Zhang and Wu (2003), with the focus on diagnosing and exploring the scale dependency of CMT and CMT-related properties and evaluating the CIPG parameterization in the GKI97 scheme. Instead of using 2D CRM simulations as in Zhang and Wu (2003), we utilize 3D WRF Model simulations with explicit spectral-bin microphysics (SBM) at the cloud-permitting scale for midlatitude convective cloud systems (Fan et al. 2015). The scale dependency of CMT and CMT-related properties will be diagnosed using a simple statistical ensemble method that was proposed by Arakawa et al. (2011), Arakawa and Wu (2013), and Wu and Arakawa (2014) and modified by Liu et al. (2015). The main goal of this study is twofold: 1) to explore the scale dependencies of mass flux, CMT, and CIPG for the midlatitude convective systems and 2) to evaluate the formulation for flux, CMT, and CIPG for the midlatitude convective systems (Fan et al. 2015). The scale dependency of CMT and CMT-related properties will be diagnosed using a simple statistical ensemble method that was proposed by Arakawa et al. (2011), Arakawa and Wu (2013), and Wu and Arakawa (2014) and modified by Liu et al. (2015). The main goal of this study is twofold: 1) to explore the scale dependencies of mass flux, CMT, and CIPG for the midlatitude convective cloud systems and 2) to evaluate the formulation for parameterizing CIPG in the GKI97 scheme for different grid spacings.

2. Case description and CRM simulations

CMT can be different between MCCs and squall lines. To investigate the scale dependencies of CMT for both linear and nonlinear systems, one MCC case and one squall line case over the midlatitude continent are selected for the CRM simulations. The two convection cases are from the Midlatitude Continental Convective Clouds Experiment (MC3E) near the DOE ARM Southern Great Plains (SGP) site (Petersen and Jensen 2012).

The simulations for the two cases are conducted using the Advanced Research version of WRF, version 3.3.1, using the SBM (Khain et al. 2004; Fan et al. 2012) with open lateral boundaries. The SBM is an advanced microphysics scheme solving the microphysical processes explicitly based on the predicted particles over a number of size bins. It has more physical representations of microphysical processes compared with 1-moment and 2-moment bulk schemes, particularly in the hydrometeor diffusional growth and subcloud rain evaporation, as discussed in Wang et al. (2013). The detailed description of cases and the model simulations have been presented in Fan et al. (2015). Briefly, two cases have a horizontal domain size of \(560 \times 560 \text{ km}^2\) with \(1 \times 1 \text{ km}^2\) horizontal grid spacing and save model outputs every 6 min. The number of model vertical layers are 41 for MC3E-0523 and 45 for MC3E-0520. Liu et al. (2015) analyzed convective moisture transport. In this study, our analyses are also based on the same simulations. The analysis time period is 6 h for MC3E-0523 and 4 h for MC3E-0520.

3. Methodology

A simple statistical ensemble method presented by Arakawa et al. (2011), Arakawa and Wu (2013), and Wu and Arakawa (2014) and modified by Liu et al. (2015) is used to examine the scale dependency of CMT and CMT-related properties. The principle of this method is to divide the CRM domain into subdomains with different horizontal sizes to mimic the GCM grid spacings with the assumptions that different spatial locations are uncorrelated and have the same statistics. First, we define clouds in convective updraft and downdraft regions using the following criteria (Liu et al. 2015): 1) vertical velocities \((w) > 1 \text{ m s}^{-1}\), and total hydrometeor mixing ratio \((q_{\text{tot}}) > 1 \times 10^{-6} \text{ kg kg}^{-1}\); or 2) \(w > 2 \text{ m s}^{-1}\) for updrafts, and \(w < -1 \text{ m s}^{-1}\), and \(q_{\text{tot}} > 1 \times 10^{-5} \text{ kg kg}^{-1}\) for downdrafts. Second, we divide the CRM domain, \(560 \times 560 \text{ km}^2\), into subdomains with horizontal sizes of \(2 \times 2, 4 \times 4, 8 \times 8, 16 \times 16, 32 \times 32, 64 \times 64, 128 \times 128, 256 \times 256,\) and \(512 \times 512 \text{ km}^2\) by excluding the outermost 24-km area on each side. A subdomain can belong to one of seven different combinations of updraft, downdraft, and environment. These subdomain types include 1) updraft only; 2) downdraft only; 3) environment only; 4) updraft and environment; 5) downdraft and environment; 6) updraft, downdraft, and environment; and 7) updraft and downdraft. Our analysis considers only types 4, 5, and 6 because as far as CMT parameterization is concerned, types 1, 2, and 3 do not contribute to CMT. Although type 7 can have nonzero CMT because of differences in cloud properties between updrafts and downdrafts, it only appears when the subdomain size is smaller than 16 km, and its contribution to the total momentum transport (resolved momentum transport + CMT) is very small. Therefore, we exclude type 7 from the analysis as well.

The mathematical expressions for CRM-simulated CMT are provided below. Because MC3E-0523 is a nonlinear MCC system, the two horizontal components are in the zonal \((x)\) and meridional \((y)\) directions. For MC3E-0520 linear convective system (squall line), the two horizontal components are converted to the line-parallel and the line-normal components. They are also referred to as the \(x\) and \(y\) components, respectively. The CRM-simulated CMT in the \((\rho \overline{w'v'})\) and \(y\) directions \((\rho \overline{w'v'})\) from the CRM simulations are defined as (Wu and Arakawa 2014; Zhang and Wu 2003)

\[
(\rho \overline{w'u'}) = \rho \frac{1}{N} \sum_{i=1}^{N} (w_i - \overline{w})(u_i - \overline{u}), \quad (1a)
\]

\[
(\rho \overline{w'v'}) = \rho \frac{1}{N} \sum_{i=1}^{N} (w_i - \overline{w})(v_i - \overline{v}), \quad (1b)
\]
where $\rho$ is the air density and $u_x$, $u_y$, and $w$ are the $x$, $y$, and $z$ components of velocity (m s$^{-1}$) at each CRM gridpoint $i$ in a subdomain considered. Overbar and prime represent the mean over the subdomain and the deviation from it, respectively; $N$ is the total number of grid points in the subdomain; $\rho w' u'$ and $\rho w' v'$ can be further partitioned into contributions from updrafts ($U_{\text{crm}}$, $U_{\text{ycrm}}$) and downdrafts ($D_{\text{crm}}$, $D_{\text{ycrm}}$) and environment ($E_{\text{crm}}$, $E_{\text{ycrm}}$), with similar definitions to Eqs. (3a)–(3c) except that each $u$ is replaced by $v$.

To account for the inhomogeneous structures of updrafts to better represent the convective transport of water vapor, Liu et al. (2015) adopted a three-updraft approach. By applying the three-updraft approach to the CMT, $x$ and $y$ components of updraft CMT (referred to as $U_{3\text{draft}}$ and $U_{3\text{draft}}$) in a subdomain can be calculated by

$$U_{3\text{draft}} = \sigma_U (\tilde{w}_U - \bar{w})(\tilde{u}_U - \bar{u}),$$

$$D_{3\text{draft}} = \sigma_D (\tilde{w}_D - \bar{w})(\tilde{u}_D - \bar{u}),$$

$$E_{3\text{draft}} = \sigma_E (\tilde{w}_E - \bar{w})(\tilde{u}_E - \bar{u}),$$

respectively. The parameterized $x$ component of CMT associated with updrafts, downdrafts, and environment (referred to as $U_{1\text{draft}}$, $D_{1\text{draft}}$, and $E_{1\text{draft}}$, respectively) in a subdomain using the one-draft (top hat) approach is given by

$$U_{1\text{draft}} = \sigma_U (\tilde{w}_U - \bar{w})(\tilde{u}_U - \bar{u}),$$

$$D_{1\text{draft}} = \sigma_D (\tilde{w}_D - \bar{w})(\tilde{u}_D - \bar{u}),$$

$$E_{1\text{draft}} = \sigma_E (\tilde{w}_E - \bar{w})(\tilde{u}_E - \bar{u}),$$

where subscripts $U$, $D$, and $E$ denote the updraft, downdraft, and environment, respectively; $\sigma_U$, $\sigma_D$, and $\sigma_E$ are the fractions of updraft, downdraft, and environmental areas, respectively. The parameterized $y$ component of updraft CMT ($U_{1\text{draft}}$), downdraft CMT ($D_{1\text{draft}}$), and environment CMT ($E_{1\text{draft}}$) in a subdomain with the one-draft approach can be obtained with similar definitions to Eqs. (3a)–(3c) except that each $u$ is replaced by $v$.

The three updrafts are defined as follows: 1) $1 < w \leq 3$ m s$^{-1}$, and $Q_{\text{tot}} > 10^{-6}$ kg kg$^{-1}$, or $2 < w \leq 3$ m s$^{-1}$ for weak updrafts; 2) $3 < w \leq 6$ m s$^{-1}$ for medium-strength updrafts; and 3) $w > 6$ m s$^{-1}$ for strong updrafts (Arakawa and Wu 2013; Liu et al. 2015).

The vertical divergence of CMT is often called apparent momentum source $X$:

$$X_x = -\frac{\partial \bar{w} u}{\partial z},$$

$$X_y = -\frac{\partial \bar{w} v}{\partial z}.$$
effect of horizontal momentum that is detrained from updrafts into environment; the last term is the effect of the CIPG force on environment.

\[ \nabla^2 (\nabla \rho) = \nabla \left[ -2 \rho \left( \frac{\partial w}{\partial x} \frac{\partial \rho}{\partial z} + \frac{\partial w}{\partial y} \frac{\partial \rho}{\partial z} \right) \right] + \nabla \left[ -2 \rho \left( \frac{\partial w}{\partial x} \frac{\partial w^*}{\partial z} + \frac{\partial w}{\partial y} \frac{\partial w^*}{\partial z} \right) \right] + \nabla \left\{ -\rho \left[ \frac{\partial w}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right]^2 \right\} + \nabla \left[ w^2 \rho \frac{\partial}{\partial z} \left( \frac{1}{\rho} \frac{\partial \rho}{\partial z} \right) \right] + \nabla \left( \frac{\partial \rho B}{\partial z} \right). \] (7)

Here, \( \nabla^2 \) is the 3D Laplacian operator (\( \partial^2 / \partial x^2 + \partial^2 / \partial y^2 + \partial^2 / \partial z^2 \)). The first four terms on the right-hand side represent the dynamic contributions to the Laplacian of CIPG and are referred to as the linear-shear forcing, nonlinear-shear forcing, the divergence forcing, and density stratification forcing, respectively (Rotunno and Klemp 1982; Zhang and Wu 2003). The last term on the right-hand side is the buoyancy forcing of the cloud air. To examine their relative contributions to the Laplacian of CIPG, the first four terms on the right-hand side and the Laplacian of CIPG on the left-hand side are directly calculated from CRM data, while the buoyancy term on the right-hand side is estimated as the residual.

The GKI97 scheme includes only the linear-shear forcing for parameterizing CIPG and can be expressed as

\[ \sigma_U \left( \frac{\partial \rho}{\partial x} \right)_U = -C_{UX} M_D \frac{\partial \rho}{\partial z}, \] (8a)

\[ \sigma_D \left( \frac{\partial \rho}{\partial x} \right)_D = -C_{DX} M_D \frac{\partial \rho}{\partial z}, \] (8b)

\[ \sigma_U \left( \frac{\partial \rho}{\partial y} \right)_U = -C_{UY} M_D \frac{\partial \rho}{\partial z}, \] (8c)

\[ \sigma_D \left( \frac{\partial \rho}{\partial y} \right)_D = -C_{DY} M_D \frac{\partial \rho}{\partial z}. \] (8d)

where \( C_{UX}, C_{DX}, C_{UY}, \) and \( C_{DY} \) are coefficients. In the current GKI97 CMT scheme, \( C_{UX}, C_{DX}, C_{UY}, \) and \( C_{DY} \) are set to the same value \( C \). In the next section, we examine the relative contributions from each forcing to the Laplacian of CIPG at different model grid spacings. This can provide evidence for justifying the approximation used in the GKI97 scheme for all grid spacings.

To further quantity the performance of the GKI97 scheme for parameterizing CIPG at different grid spacings, we conduct a linear regression analysis for Eqs. (8a)–(8d) using the product of mass flux and vertical mean wind shear as the predictor variable and CRM-derived CIPG as the response variable. The adjusted coefficient of determination \( R^2_{adj} \) obtained from linear regression analysis indicates how well the CRM-derived CIPG variation can be explained by the product of mass flux and vertical mean wind shear (the GKI97 scheme). The formula for \( R^2_{adj} \) is as follows:

\[ R^2_{adj} = 1 - \left( \frac{SS_{resid}}{SS_{total}} \right) \times \left( \frac{n - 1}{n - d - 1} \right), \] (9)

where \( R^2 \) is the coefficient of determination, which is the ratio of \( SS_{resid} \) (the sum of the squared residuals from the regression) and \( SS_{total} \) (the sum of the squared differences from the mean of the dependent variable, or the total sum of squares), \( d \) is the total number of predictor variables in the regression equation, and \( n \) is the sample size. The larger \( R^2_{adj} \) is, the more variability in the response variable is explained by the predictor variables. In addition to \( R^2_{adj} \), the Pearson correlation coefficient (CC) is also calculated to examine the linear dependence between the CRM-derived CIPG and the product of mass flux and vertical mean wind shear [Eq. (8)].

The statistical significance for the regression analysis and CC is examined using the F test, and they are considered statistically significant when satisfying the threshold to reject the null hypothesis at 95% level. The statistical significance test can help discard unrealistic results that are obtained when the sample size is too small, especially when the grid spacing is large (128–512 km).

Because the cloud mass flux is an important parameter for parameterizing the CMT in the GKI97 scheme, convective updraft and downdraft mass fluxes are also computed to explore their scale dependency. The updraft mass flux and downdraft mass flux are computed by

\[ M_U = \rho \sigma_U (\hat{w}_U - \hat{w}_E), \] (10a)

\[ M_D = \rho \sigma_D (\hat{w}_D - \hat{w}_E). \] (10b)

Note that mean vertical velocity of environmental air \( \hat{w}_E \), instead of grid-mean \( \overline{w} \), is included.
4. Results

a. Scale dependency of CRM-simulated mass flux and CMT

Figure 1 shows the time–height cross sections of the ensemble-mean grid-mean winds ($\bar{u}$ and $\bar{v}$) for 8- and 128-km grid spacings from the MC3E-0523 case [see Fig. S1 in the supplemental information (SI) for all different grid spacings]; “ensemble mean” [see Eq. (2) for its definition] will be omitted for brevity. The analysis time period is from 1930 UTC 23 May to 0130 UTC 24 May, when the MCC evolves from the initial developing, intensifying, to mature stages. It shows that the grid-mean $x$ component of winds ($\bar{u}$) are westerly throughout the troposphere with the maximum wind speeds in the upper troposphere during the entire period (Fig. 1a). The grid-mean $y$ component of winds ($\bar{v}$) are southerly in most of the troposphere except for 2100–2300 UTC above 10-km height, and the maximum $\bar{v}$ occurs in the lower troposphere (Fig. 1b). In general, the time–height cross-sections of $\bar{u}$ and $\bar{v}$ are very similar for different grid spacings except weaker westerly winds and stronger northerly winds above 10-km altitude for larger grid spacings. This indicates a weak scale dependency for grid-mean wind components. The grid-mean $x$ component of winds ($\bar{u}$) from MC3E-0520 shows results similar to MCE-0523 (Fig. 2a), demonstrating a weak scale dependency as well. However, the grid-mean $y$
component of winds ($\vec{v}$) from MC3E-0520 exhibits distinct differences between small and large grid spacings (Fig. 2b and Fig. S2), as indicated by the gradual decrease of vertical gradient as the grid spacing increases from $dx = 4–16$ to $dx = 32–512$ km.

To understand what contributes to the different vertical structures of $\vec{v}$ between the small ($dx = 4–16$ km) and large ($dx = 32–512$ km) grid spacings from MC3E-0520, snapshots of the horizontal distribution of $\vec{v}$ at 6.0-km altitude for $dx = 8$ and 128 km are shown in Fig. 3. In Figs. 3a and 3b, only the subdomains that meet conditions 4, 5, and 6 for $dx = 8$ and 128 km are plotted to represent the small and large grid spacings, respectively. The selected subdomains for $dx = 128$ km occupy much larger regions than those for $dx = 8$ km. The latter are closer to where the squall line is located (Fig. 3c). In addition, for $dx = 128$ km, the majority of the subdomains contain negative $\vec{v}$, resulting in negative ensemble-mean $\vec{v}$. However, for $dx = 8$ km, the majority of the subdomains have positive $\vec{v}$, producing positive ensemble-mean $\vec{v}$. This explains the different upper-level winds between large and small grid spacings, and where the scale dependency of $\vec{v}$ comes from.

The updraft and downdraft mass fluxes show considerable differences among different grid spacings of MC3E-0523 (Fig. 4 and Fig. S3 in SI). The updraft mass fluxes decrease monotonically as subdomain size–grid spacing ($dx$) increases and peak from the initial developing stage at small grid spacings to the mature stage at very large grid spacings, while downdraft mass fluxes peak at $dx = 8$ or 16 km and then decrease as $dx$ increases (Fig. S3). Note that subdomain size and grid
spacing are used interchangeably throughout the rest of the paper. In addition, downdraft mass fluxes peak near 4-km altitude where the freezing level is located and at the mature stage for all the grid spacings (Zhang and Wu 2003). The different temporal evolution between updraft mass fluxes and downdraft mass fluxes is because strong downdrafts do not develop coincidently with updrafts; thus, downdraft intensity is weaker at the early stage of development and becomes stronger at the mature stage as strong precipitation forms. The MC3E-0520 squall line shows similar results to MCE-0523 (figures not shown), indicating that both updraft and downdraft mass fluxes have strong scale dependency.

As expected, the time–height cross sections of CMT show even larger differences among different grid spacings relative to those of either updraft or downdraft mass fluxes because CMT is the product of fluctuations of both horizontal and vertical wind components (Fig. 5 and Fig. S4). Here, we only show results from MC3E-0523 as an example. Figure S4 shows that for all grid spacings the x component of updraft CMT is negative throughout the troposphere during 1930 UTC 23 May–0130 UTC 24 May. This indicates that there is downward momentum transport in westerlies. For small grid spacings, the updraft CMT peaks from the initial developing stage compared to the mature stage for the very coarse grid spacings, which is largely similar to updraft mass flux. For example, at $dx = 4$ km (Fig. S4a), the absolute maximum CMT occurs in the first few hours of development and then decreases significantly with time. At $dx > 64$ km, the CMT magnitude is small at the first 2 h of development and increases afterward as in updraft mass flux (Fig. 4a). Also, as the grid spacing gets coarser, the CMT magnitude increases in the upper troposphere (>10-km altitude), perhaps because of better-organized flows, for example, the anvil outflows.

Opposite to its x-component counterpart, the y component of updraft CMT is mostly positive except for $dx < 32$ km at the first hour and for $dx > 32$ km below the 2-km altitude (Fig. 6a and Fig. S5a), indicating mostly upward momentum transport in southerlies. Further, the magnitude increases with the grid spacing more significantly than that of its x-component counterpart.

Both x and y components of downdraft CMT show more significant changes as the grid spacing increases than their updraft counterparts (Figs. 5b, 6b and Figs. S4b, S5b). For the x component of downdraft CMT (Fig. 5b and Fig. S4b), as the grid spacing increases, it evolves from mostly negative at $dx < 16$ km to mostly

**Fig. 3.** Snapshots of the grid-mean y-component winds (m s$^{-1}$) at 6.0-km altitude at 1400 UTC 20 May for (a) $dx = 8$ and (b) $dx = 128$ km for MC3E-0520. (c) The snapshot of updraft points (red) and downdraft points (blue) at native 1-km resolution for the same height and time from the CRM simulation.
positive at and above $dx > 64$ km. As for the $y$ component (Fig. 6b and Fig. S5b), it evolves from mostly positive (except at low levels after 0000 UTC 24 May) for $dx = 4–32$ km to changing signs in the vertical for $dx = 64–512$ km (i.e., negative CMT at the 4–8-km altitude but positive CMTs below 4- and above 8-km altitudes). As in the mass fluxes (Fig. 4), downdraft CMTs peak in the lower troposphere while updraft CMTs are significant over a much larger extent of the troposphere.

In summary, the grid-unresolved properties, such as mass flux and CMT, have a much stronger scale dependency than grid-resolved properties, such as the grid-mean winds. Both CMT and mass fluxes have strong scale dependencies with stronger CMTs, but their temporal and vertical changes can be mostly explained by those of their corresponding mass fluxes. The magnitudes of updraft CMT depend on the organized flows that are stronger for the mature stage than for the initial stage of convective systems.

b. Relationships between CMT and wind shear

Previous studies have shown that for linear MCS such as squall line, CMT may be upgradient in the line-normal ($y$) direction and downgradient in the line-parallel ($x$) direction. On the other hand, CMT is generally downgradient for nonlinear MCS (Asai 1970; LeMone 1983; LeMone and Jorgensen 1991). To investigate whether the simulation reproduces the prevalent CMT characteristics and how the simulated CMT characteristics vary with grid spacings, the CMT profiles (updraft, downdraft, and total) overlaid with the grid-mean vertical wind shear profile are shown in Fig. 7. The grid-mean vertical-$x$-component wind shear is calculated by
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where $Z_k$ is the altitude of vertical level $k$. Because of the small differences in the results (discussed below) within either the large grid spacings or the small grid spacings group, we select results at $dx = 128$ and 8 km to represent the GCM scale and gray-zone scale, respectively, for brevity.

For MC3E-0523 (nonlinear MCS), comparing the $x$ and $y$ components of updraft and total CMTs with the grid-mean vertical wind shear shows that updraft and total CMT and vertical wind shear are generally opposite in sign at both large and small grid spacings, indicating that both the $x$ and $y$ components of total and updraft CMTs are downgradient with respect to vertical wind shear (Fig. 7a). An exception occurs around the 7-km altitude for the $y$ component of $dx = 128$ km. A similar downgradient transport can also be seen from the $x$ and $y$ components of downdraft CMT at $dx = 8$ km, but it is upgradient at $dx = 128$ km. This suggests that downdraft CMT is very sensitive to grid spacing and can have different transport directions for small and large grid spacings, which is consistent with what is shown in Figs. 5b and 6b, even though the downdraft CMT is much smaller than its updraft counterpart, especially in the upper troposphere.

For MC3E-0520 (linear MCS), the $x$ components of updraft, downdraft, and total CMTs for $dx = 8$ and 128 km are generally opposite in sign to the grid-mean wind shear (except for downdraft CMT above the 8-km altitude at $dx = 128$ km with small magnitudes), indicating downgradient transport (Fig. 7b). As for the $y$ component, the relationship between CMTs and grid-mean wind shear exhibits some differences between $dx = 8$ and $dx = 128$ km. At $dx = 128$ km, the grid-mean wind shear above 2-km heights as well as updraft and total CMTs at all levels

$$\left(\pi_{k+1} - \pi_k\right) |Z_{k+1} - Z_k|,$$

(11)

Please refer to Fig. S4 for the results of all different grid spacings.
are positive, indicating an upgradient momentum transport, while the downdraft momentum transport is downgradient at all levels (also for $dx = 8$ km). At $dx = 8$ km, the updraft and total CMTs are mostly positive at all levels, while the grid-mean vertical wind shears are negative above 7- and below 2-km height, and are positive between 2- and 7-km height, which suggests an upgradient transport below 7-km height and downgradient transport above 7 km. The difference in the grid-mean wind shear can be deducted from the vertical profiles of grid-mean wind shear in the $y$ direction between $dx = 8$ and $dx = 128$ km (Fig. 2).

Based on the results shown above, for the nonlinear MCS (MC3E-0523), the downgradient transports for updrafts and total CMTs generally do not change with grid spacings and are consistent with previous studies. In contrast, downdraft CMT has downgradient transport at small grid spacings but becomes upgradient at large grid spacings. The upgradient CMT for downdrafts is consistent with Zhang and Wu (2003). As for the linear MCS (MC3E-0520), the downgradient transport in the line-parallel direction and upgradient transport in the line-normal direction suggested by previous studies are reproduced for updraft and total CMTs at both the small and large grid spacings except for the line-normal component above 7-km height at small grid spacings. The downdraft CMT, on the other hand, is always downgradient regardless of the grid spacings for both line-parallel and line-normal components. These results suggest that prevalent CMT characteristics based upon field campaigns and model calculation for spatial scales typical of current GCM resolution is applicable to updrafts but not downdrafts across a wide range of grid spacings examined in this study.

To explain why the characteristics of updraft CMT are different between the $y$ and $x$ components as well as between the small and large grid spacings for the $y$
component, snapshots of updraft CMT and updraft PGF in the line-parallel and line-normal directions are shown in Figs. 8–11. These snapshots are similar to those shown in Figs. 3a and 3b for the $y$-component winds. Figures 8 and 9 show the $x$ component of updraft CMT and PGF in convective updrafts at 4.5- and 9-km altitudes, respectively, at 1500 UTC 20 May when the squall line is at the intensifying stage. At 4.5-km altitude (Fig. 8), the majority of the $x$ component of updraft CMTs is negative with exception for one subdomain at $dx = 128$ km and a few subdomains for $dx = 8$ km. The negative $x$ component of updraft CMT indicates that the air feeding the updrafts carries negative perturbation wind ($u''$). Because the $x$ component of updraft PGFs is mostly positive, the updraft PGF is opposite to the direction of the perturbation wind ($u''$) in updrafts, decelerating the perturbation wind when air moves upward inside updrafts. As a result, the CMT at both large and small grid spacings is downgradient. A similar relation between the updraft CMT and PGF can also be
seen at 9.0-km altitude except the updraft CMT is mainly positive while the updraft PGF is negative (Fig. 9).

Figures 10 and 11 are the same as Figs. 8 and 9 except for the line-normal component at 4.5- and 7.5-km altitudes. Note that 7.5-km instead of 9-km altitude is chosen because the \( y \) component of maximum updraft CMT is located at a lower altitude. At 4.5-km altitude (Fig. 10), the majority of line-normal updraft CMT at both small and large grid spacings is positive, indicating that the air entering convective updrafts carries positive perturbation wind \( (v') \). The positive \( y \) component of updraft PGF is in the same direction as the perturbation wind \( (v') \) in the updrafts, accelerating the perturbation wind, resulting in upgradient CMT for both small and large grid spacings.
For large grid spacings at 7.5-km altitude, the $y$ component of updraft CMT and updraft PGF are mostly positive, indicating that the updraft PGF accelerates the perturbation wind in the updrafts, resulting in upgradient CMT. However, for small grid spacing, the majority of updraft CMT remains positive, but a large area of updraft PGF where the positive updraft CMT is located becomes negative, leading to decelerating the perturbation wind and downgradient CMT. This explains why the $y$ component of updraft CMT becomes downgradient transport above 7 km for small grid spacings. The results here suggest that the effect of PGF on updraft CMT characteristics is consistent across all grid spacings. The aforementioned relationship between the updraft CMT direction and PGF has also been used to explain the different CMT characteristics in the westerly and easterly wind regimes in Zhang and Wu (2003).

To examine whether the CMT characteristics are also controlled by PGF in convective downdrafts,
snapshots of downdraft CMT and PGF at 4.5-km altitudes in the $x$ and $y$ directions are also shown in Figs. S6 and S7 in SI, respectively. Unlike the relation between the updraft CMT and PGF, the downdraft CMT and PGF do not have systematic relation for both the $y$ and $x$ components. The different signs of downdraft CMT when transitioning from the large to small grid spacings cannot be explained by the downdraft PGF as in updraft CMT. This may be expected because downdraft is largely contributed by precipitation, which could make the sign of downdraft CMT more influenced by the size of grid spacing via cloud microphysical processes.

c. Scale dependency of apparent momentum source and CIPG

Apparent momentum source is defined as the vertical gradient of CMT [Eq. (5)]. To examine the importance of CIPG to apparent momentum source, vertical profiles of the individual terms in Eq. (6) and apparent
momentum source across all the grid scales are compared in Fig. 12. Note that the detrainment term is estimated as the residual because the other three terms can be directly calculated from CRM data.

As shown in Fig. 12a, apparent momentum source varies significantly with height and grid spacing for both updraft and downdrafts. For example, the $x$ component of updraft apparent momentum source ($X_{xU}$) is positive and negative below and above 4-km height, respectively, with the maximum positive value at 3-km altitude for $dx = 32–128$ km. The $y$ component of updraft apparent momentum source ($X_{yU}$) is negative below 6-km height but positive above 6-km height, with the minimum $X_{yU}$ occurring at ~5-km altitude for $dx = 32–256$ km. Further, apparent momentum source in updrafts is larger than that in downdrafts ($X_{xD}$ and $X_{yD}$).

As shown in Eq. (6), the apparent momentum source is composed of CIPG, vertical advection of horizontal momentum, and detrainment [the three terms on the right-hand side of Eq. (6)]. The magnitudes of these
three terms are much larger than that of apparent momentum source. The vertical advection of horizontal momentum has a slightly larger magnitude than that of CIGP, and they are opposite in sign except for the updraft $y$ component above 8-km altitude. The detrainment term is the smallest among the three terms. The magnitudes of CIGP and apparent momentum source are comparable at very large grid spacing such as 512 and 256 km. As grid spacing decreases, the magnitude of CIGP increases more rapidly than that of apparent momentum source; thus, CIGP becomes significantly larger than apparent momentum source at small grid spacings. These results suggest that CIGP can have significant impacts on apparent momentum source at GCM resolution, and the impact may become even larger at the gray-zone resolution. Because of this finding, it is imperative to revisit the parameterization scheme for CIGP across all the scales.
To further understand the factors impacting the scale dependency of CIPG, vertical profiles of individual terms in the Laplacian of CIPG [Eq. (7)] are compared for different grid spacings (Figs. 13 and 14 and Figs. S8–S11). For MC3E-0523 (nonlinear MCS), contributions from the buoyancy, divergence, and stratification forcings to the Laplacian of CIPG are very small for all grid spacings (Fig. 13 and Figs. S8 and S9 in SI). Therefore, the discussion for MC3E-0523 will focus on the linear-shear and nonlinear-shear forcings below. For the $x$ component of both updraft and downdraft Laplacian of CIPG, the absolute value of the linear-shear forcing increases monotonically with decreasing grid spacing and is the major contributor to the Laplacian of CIPG for all grid spacings (Figs. 13a,c). Although the linear-shear forcing has the same sign and similar vertical structures as the Laplacian of CIPG for all grid spacings, their differences in vertical profiles increase as the grid spacing increases.

Unlike the linear-shear forcing, the nonlinear-shear forcing has similar magnitudes across the grid spacings and in general has the opposite sign to the Laplacian of CIPG and the linear-shear forcing. Because the linear-shear forcing’s absolute value monotonically decreases with increasing grid spacing, contribution from the nonlinear-shear forcing to the Laplacian of CIPG becomes noticeable at $dx = 32$ km and becomes comparable to the linear-shear forcing in magnitude at grid spacings $> 64$ km. This explains the increased difference with increased grid spacing between the linear-shear forcing and the Laplacian of CIPG.

Different from the $x$ component for updraft and downdraft Laplacian of CIPG whose linear-shear forcing is always larger than the other four terms regardless of grid spacings, for the $y$ component of updraft and downdraft Laplacian of CIPG (Figs. 13b,d), the nonlinear-shear forcing in its absolute value becomes larger than the linear-shear forcing at $dx > 64$ km. In addition, the linear-shear forcing term does not always have the same sign as the Laplacian of CIPG when $dx > 16$ km, in particular at $dx = 256$ and 512 km.

For MC3E-0520 (linear MCS), contributions from the divergence and stratification forcings to the Laplacian of CIPG remain negligibly small (Fig. 14). For $dx = 4–64$ km, the $x$ and $y$ components of both updraft and downdraft linear-shear forcings in general have the same sign as the Laplacian of CIPG and are the major contributor to the Laplacian of CIPG. However, for $dx = 128–512$ km, contributions of the linear-shear, nonlinear-shear, and buoyancy forcings to the Laplacian of CIPG become comparable, and the linear-shear forcing sometimes has an opposite sign to the Laplacian of CIPG below the 6-km altitudes.

The CIPG budget analysis presented above suggests that for both linear and nonlinear MCSs, both the nonlinear-shear forcing and/or buoyancy forcing become comparable to the linear-shear forcing and sometimes exceed the linear-shear forcing as the grid spacing increase from 4–64 to 128–256-km although the linear-shear forcing is the major contributor to the Laplacian of CIPG for 4–64-km grid spacings. Thus, inclusion of the linear-shear forcing only to represent the Laplacian of CIPG such as in the GKI97 scheme may be acceptable only at $dx = 4–64$ km where the magnitudes of other forcings are small.

d. Scale dependency of parameterized CIPG by the GKI97 scheme

The GKI97 scheme [Eq. (8)] only includes the linear-shear forcing term for parameterizing CIPG, that is, a constant coefficient multiplied by mass flux and vertical mean wind shear. The same constant coefficient is used in the $x$ and $y$ components of CIPG for updrafts and downdrafts. As revealed from Figs. 13 and 14, the relationship between CIPG and linear-shear forcing term can be different for the $x$ and $y$ components at different grid spacings. Thus, using the same coefficient for their $x$ and $y$ components across different grid spacings may cause significant errors. Although the stratification and divergence forcings are small and neglecting them is justifiable, contributions of both the nonlinear-shear and buoyancy forcings to CIPG are not negligible at $dx > 64$ km. Thus, we suspect that exclusion of the nonlinear-shear forcing or buoyancy forcing in the parameterization of CIPG may impact the degree of accuracy. Therefore, in this section, we evaluate the performance of the GKI97 scheme for parameterizing the CIPG for different grid spacings using the linear regression analysis at each level for different grid spacings.

Both MC3E-0520 and MC3E-0523 consistently show that at $dx = 4–128$ km, the $x$- and $y$-component CIPG and product of mass flux and vertical mean wind shear for updrafts and downdrafts [Eq. (8)] are negatively correlated at all levels, while for $dx = 256$ and 512 km, they can be either positively or negatively correlated (Fig. 15 and Fig. S12). In addition, $R^2_{adj}$ monotonically increases with increasing grid spacing at the 4–64-km range, in which the grid spacing of 64 km has the maximum $R^2_{adj}$. This suggests that the GKI97 scheme may explain the most CIPG variation at $dx = 64$ km, and at the smaller grid spacing, the less variation of CIPG can be captured by the GKI97 scheme. In contrast, for $dx > 64$ km, there is no such clear relation between $R^2_{adj}$ and grid spacing, and $R^2_{adj}$ varies greatly with height.

As for the regression slopes, it is shown that at the grid spacing ranging from 4 to 128 km, the range of the slope
Fig. 13. Linear-shear forcing (black line; $10^{-11}$ kg m$^{-4}$ s$^{-2}$), nonlinear-shear forcing (blue line; $10^{-11}$ kg m$^{-4}$ s$^{-2}$), stratification forcing (green line; $10^{-11}$ kg m$^{-4}$ s$^{-2}$), divergence forcing (red line; $10^{-11}$ kg m$^{-4}$ s$^{-2}$), buoyancy forcing (yellow line; $10^{-11}$ kg m$^{-4}$ s$^{-2}$), and the Laplacian of CIPG (black line with marks) over (a) $x$ component of updrafts, (b) $y$ component of updrafts, (c) $x$ component of downdrafts, and (d) $y$ component of downdrafts for MC3E-0523 for $dx = \text{(left) 8 and (right) 128 km.}$ Please refer to Figs. S8 and S9 for the results of all different grid spacings.
variation in the vertical (1–12-km altitudes) tends to increase as grid spacing increases for both the $x$ and $y$ components of updrafts and downdrafts (Table 1 and Table S1 in SI). For example, for $dx = 4$ km from MC3E-0523, the $x$ component of updraft slopes ranges from $-0.44$ to $-0.24$, and for $dx = 128$ km, they range from $-0.47$ to $-0.07$. However, the mean slopes averaged over 1–12-km altitude do not vary much with grid
spacings. The mean slopes are ranging from 0.32 to 0.37 across the grid spacings for the \(x\) component of updraft slopes, from 0.32 to 0.41 for the \(y\) component of updrafts slopes, from 0.45 to 0.49 for the \(x\) component of downdraft slopes, and from 0.49 to 0.52 for the \(y\) component of downdraft slopes. Since the mean regression slope does not vary much with grid spacing for the same component, we take vertical averages. The average slope is 0.35 for the \(x\) component of updraft slope, 0.39 for the \(y\) component of updraft slope, 0.47
for the $x$ component of downdraft slope, and $-0.50$ for the $y$ component of downdraft slope from MC3E-0523 (Table 2). The average slopes for MC3E-0520 are also listed in Table 2. It appears that the average slopes are different for different cases. In general, the average slopes appear to be larger for downdrafts than updrafts.

In summary, the two cases consistently demonstrate that the GKI97 scheme is satisfactory to a first-order approximation of parameterized CIPG for climate models with grid size $< 64$ km. However, the variations of CIPG that can be captured using the GKI97 scheme decrease when grid spacing increases. When grid spacing is at 128 km or larger, the GKI97 scheme does not fully parameterize CIPG. This behavior is related to the fact that GKI97 only considers the contribution from linear forcing but does not consider the contribution from the nonlinear-shear forcing or buoyancy forcing, which can become comparable or even larger than the linear-shear forcing when $dx > 64$ km. It is surprising that the GKI97 scheme is actually not suitable when the model grid spacing is at the traditional GCM scales (100–300 km). This might explain why Richter and Rasch (2008), which used horizontal resolutions of 1.9° and 2.5°, obtained better result from the SL76 scheme that did not consider the effect of CIPG than that from the GKI97 scheme that includes the CIPG effect.

To investigate whether adding the nonlinear-shear forcing into the GKI97 scheme can potentially improve the ability for capturing the variation of CIPG, we conduct a multiple linear regression analysis using two predictor variables, including the product of mass flux and vertical mean wind shear (GKI97; linear-shear forcing) and the product of mass flux and vertical perturbation wind shear (nonlinear-shear forcing). It is shown that when nonlinear-shear term is added into the regression equation, $R^2_{adj}$ value increases significantly at $dx = 128–512$ km (Fig. 16). However, the increase of $R^2_{adj}$ value at $dx < 100$ km is much smaller compared to that at $dx > 100$ km. This confirms that adding the nonlinear forcing to the GKI97 scheme might potentially improve the predictability of CIPG for $dx > 100$ km, while the improvement is limited for $dx < 100$ km. A potentially better way to parameterize the CIPG at the grid spacing range from 4 to 64 km would still use the GKI97 scheme but with a modification that can capture the large inter-draft variability in convective updraft area within a grid box. This may be achieved by using the three-updrafts and one-downdraft approach (Liu et al. 2015), which shows much improved CMT compared to the traditional single updraft and downdraft approach as shown in Fig. 17 because it well accounts for the increasing variation inside convection at the gray-zone scale.

5. Summary and discussion

This study has focused on diagnosing and exploring the scale dependency of convective momentum transport (CMT) and CMT-related properties and evaluating the convection-induced pressure gradient (CIPG) parameterization in GKI97. A statistical ensemble method is used to analyze the 3D Weather Research and Forecasting (WRF) Model simulations at the cloud-permitting scale for two midlatitude convective systems (i.e., a mesoscale convective complex and a squall line observed during the MC3E field experiment).

The two CRM-simulated cases consistently show that the grid-mean wind patterns generally do not change much with the change of grid spacings except for the $y$

### Table 2. The mean of average $x$ component of updraft slopes ($x_U$), $y$ component of updraft slopes ($y_U$), $x$ component of downdraft slopes ($x_D$), and $y$ component of downdraft slopes ($y_D$) from Table S1 for MC3E-0523 and MC3E-0520.

<table>
<thead>
<tr>
<th></th>
<th>$x_U$</th>
<th>$y_U$</th>
<th>$x_D$</th>
<th>$y_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC3E-0523</td>
<td>-0.35</td>
<td>-0.39</td>
<td>-0.47</td>
<td>-0.50</td>
</tr>
<tr>
<td>MC3E-0520</td>
<td>-0.27</td>
<td>-0.41</td>
<td>-0.42</td>
<td>-0.47</td>
</tr>
</tbody>
</table>
component of the linear MCS. In contrast, updraft and downdraft mass fluxes and CMTs have strong scale dependency in temporal evolution and vertical structure. However, even with strong scale dependency, updraft CMT has the same sign from the small grid spacings to the large grid spacings, while downdraft CMT can have different signs between the small and large grid spacings.

Previous studies suggest that CMT is generally downgradient for nonlinear MCSs, but for linear MCSs, the CMT can be either upgradient or downgradient transports. We find that the prevalent CMT characteristics based upon field campaigns and model calculation for spatial scales typical of current GCM resolution are applicable to updrafts but not downdrafts across a wide
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range of grid spacings. Total and updraft CMT for the nonlinear MCSs (MC3E-0523) are mostly downgradient with respect to grid-mean wind shear at all levels for both the small and large grid spacings. Updraft and total CMT for the linear MCS (MC3E-0520) also consistently show downgradient transport in the line-parallel direction and upgradient transport in the line-normal direction for both large grid spacings at all levels and small grid spacings below 7-km altitude. In contrast, downdraft CMT for nonlinear MCSs is upgradient at the large grid spacings and becomes downgradient at the small grid spacings. For linear MCS, downdraft CMT is mostly downgradient for both the \(x\) and \(y\) components at both the small and large spacings.

We also investigate why linear MCS has downgradient updraft CMT in the \(x\) direction but upgradient CMT in the \(y\) direction for both large and small grid spacings. For the upgradient CMT in the \(y\) direction, the reason is that the updraft pressure gradient force (PGF) strengthens perturbation wind in updrafts for both the large and small grid spacings. In contrast, in the \(x\) direction, the updraft PGF weakens perturbation wind inside updrafts, resulting in downgradient CMT. However, downdraft CMT shows no clear relation to downdraft PGF.

The analyses of scale dependency of apparent momentum source suggest that CIPG has significant impacts on apparent momentum source at GCM resolution, and the influence becomes even larger at the gray-zone resolution. Further analysis of the individual components for the Laplacian of CIPG shows that although linear-shear forcing is the major contributor to the \(x\) component of updraft and downdraft Laplacian of CIPG from MC3E-0523 as well as both the \(x\) and \(y\) components of Laplacian of CIPG from MC3E-0520 can be comparable and even exceeds the linear-shear forcing at grid spacing larger than 64 km. This suggests that use of only the linear-shear forcing for representing the Laplacian of CIPG might be acceptable only at \(dx = 4\)–64 km either when convective-scale effect dominates or when the mesoscale circulation is absent. However, when grid spacing is large, the effect of MCS organization will inevitably be included in each grid box; thus, the inclusion of the nonlinear-shear forcing becomes important (Badlan et al. 2017).

We have also evaluated one of the most widely used CMT parameterization schemes in GCMs that included the effect of CIPG (Wu and Yanai 1994; GKI97; Badlan et al. 2017). We performed the linear regression analysis between the CIPG and the product of mass flux and vertical mean wind shear at each level to quantify the performance of the GKI97 scheme across different grid spacings. Results show that \(R^2_{\text{adj}}\) monotonically increases with increasing grid spacing at the grid spacing range between 4 and 64 km, in which the grid spacing of 64 km has the maximum \(R^2_{\text{adj}}\). This suggests that the GKI97 scheme may explain the most CIPG variation at grid spacing of 64 km, and at the smaller grid spacing, the less variation of CIPG can be captured by the GKI97 scheme. Based on the multiple-variable regression analysis, the ability to capture the increasing variation of CIPG with decreasing grid spacing cannot be improved with the inclusion of nonlinear-shear forcing as another predictor. Thus, a better way to parameterize the convection-induced pressure gradient at the grid spacing range from 4 to 64 km would still use the GKI97 scheme but with a modification that can capture the large interdraft variability in convective updraft area within a grid.
box. This may be achieved by using the three-updraft approach (Liu et al. 2015), which can well account for the increasing variation inside convection at the gray-zone scale compared to the traditional single updraft and downdraft approach.

We also found that when grid spacing increases to 128 km or larger, the negative correlation between CIPG and the linear-shear forcing would somehow break down and becomes highly sensitive to altitudes. This is because the GKI97 scheme does not consider the contribution from the nonlinear-shear forcing and buoyancy forcing, which can be comparable or even larger than the linear-shear forcing when dx is larger than 100 km. This finding suggests that the GKI97 parameterization for CIPG is actually not suitable for model grid spacing at the traditional GCM scales (100–300 km) unless the nonlinear forcing is included.
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