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ABSTRACT

Optical and microphysical properties of the upper clouds at an altitude range of 5–11 km were measured over Tsukuba, Japan, on 29–30 March 2004 using a ground-based Raman lidar and a balloon-borne hydrometeor videosonde (HYVIS). The Raman lidar measured the vertical distributions of the particle extinction coefficient, backscattering coefficients, depolarization ratio, and extinction-to-backscatter ratio (lidar ratio) at 532 nm; further, it measured the water vapor mixing ratio. The HYVIS measured the vertical distributions of the particle size, shape, cross-sectional area, and number concentration of the cloud particles by taking microscopic images. The HYVIS measurement showed that the cloud particles were ice crystals whose shapes were columnar, bulletlike, platelike, and irregular, and 7–400 μm in size. The Raman lidar measurement showed that the depolarization ratio ranged from 0% to 35% and the lidar ratio from 0.3 to 30 sr for the clouds in ice-saturated air. The comparison between the measured data and theoretical calculations of the cloud optical properties suggests that the observed variations in the depolarization ratio and lidar ratio were primarily due to the variation in the proportion of the horizontally oriented ice crystals in the clouds. The optical thickness of the cloud obtained from the lidar was about 2 times lower than that calculated from the HYVIS data, and the maximum extinction coefficient was about 5 times lower than the HYVIS data. The most probable reason for the differences is the horizontal inhomogeneities of the cloud properties between the measurements sites for the two instruments.

1. Introduction

Cirrus clouds frequently appear in the upper troposphere and can affect the earth’s climate. They can af-
tion between the derived optical properties and the microphysical properties. Several measurement studies compared the lidar-derived optical properties with the in situ cloud microphysical properties. Sassen et al. (2003) compared the lidar-derived depolarization ratio with the ice crystal images taken by the aircraft-mounted replicator for the cirrus clouds derived from a hurricane or tropical flow in the midlatitude. White- way et al. (2004) compared the vertical structure of the lidar-derived backscattering ratio with that of the images of the particles for the cirrus produced by frontal systems and tropical convection. Hogan et al. (2003) compared the lidar-derived extinction coefficients with those calculated from the airborne hot-wire probe data for the mixed-phase clouds over England. Although these studies have revealed the relation between the optical and microphysical properties of the clouds, most of the studies have employed the elastic and polarization lidar technique and compared these properties qualitatively or semiquantitatively. The Raman lidar technique is also useful for cirrus cloud studies since it measures the extinction coefficient by detecting the inelastic Raman backscattering of nitrogen molecules (Ansmann et al. 1992a; Ansmann 2002; Whiteman 2003) as well as the backscattering coefficient by detecting the elastic backscattering of cloud particles and molecules. From these coefficients we can obtain an additional intensive optical property: extinction-to-backscatter ratio or lidar ratio. Reichardt et al. (2002) have studied the relation between the lidar and depolarization ratios of cirrus clouds over the Arctic, and determined their negative and positive correlations that are dependent on temperature.

To study the relation between these optical properties obtainable using the Raman lidar and the in-situ microphysical properties of the clouds, a measurement of the upper clouds using the Raman lidar and balloonborne hydrometeor videosonde (HYVIS) was carried out over Tsukuba, Japan, on 29–30 March 2004. The HYVIS is a compact and lightweight instrument that measures the vertical distribution of the microphysical properties of clouds (particle shape, size, cross-sectional area, and number concentration) by taking microscopic images onboard a balloon. Using this instrument, Mizuno et al. (1994) observed the microstructures of cirrostratus clouds, Murakami et al. (1992) observed warm frontal clouds, and Kusunoki et al. (2004) observed orographic snow clouds. Because it can measure clouds with high vertical resolution (~60 m) and its measurement setup is less expensive and simpler than that on an aircraft, it might be useful for the validation of the lidar measurements of cirrus optical properties.

This paper reports the preliminary results of a comparison between cloud properties measured for the first time using the Raman lidar and HYVIS. Section 2 describes the instruments used in this study. Section 3 shows the results of the measurement of the cloud properties obtained using the lidar and HYVIS. The depolarization ratio and lidar ratio obtained using the lidar were compared with those calculated theoretically for the cloud particles in order to understand the observed variations in these values. Further, a comparison between the cloud extinction coefficient profiles obtained using the lidar and those calculated from HYVIS data was also conducted. A summary of this study is given in section 4.

2. Instrumentations

a. Raman lidar

The Raman lidar measures the vertical distributions of the optical properties of the clouds and aerosols as well as the water vapor mixing ratio (Whiteman 2003; Ansmann et al. 1992b). We used the Raman lidar developed by the Meteorological Research Institute (MRI), Japan. Table 1 shows the main characteristics of the lidar. The details of the lidar system and data analysis procedure are described by Sakai et al. (2003). The lidar transmits laser pulses at a wavelength of 532 nm vertically into the atmosphere and collects the inelastically backscattered (Raman backscattered) light by the

<table>
<thead>
<tr>
<th>Table 1. Specifications of the Raman lidar at MRI.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transmitter</strong></td>
</tr>
<tr>
<td>Laser type</td>
</tr>
<tr>
<td>Wavelength</td>
</tr>
<tr>
<td>Energy/pulse</td>
</tr>
<tr>
<td>Repetition rate</td>
</tr>
<tr>
<td>Beam divergence</td>
</tr>
<tr>
<td><strong>Receiver</strong></td>
</tr>
<tr>
<td>Telescope type</td>
</tr>
<tr>
<td>Diameter</td>
</tr>
<tr>
<td>Field of view</td>
</tr>
<tr>
<td>Detector</td>
</tr>
<tr>
<td>Signal detection</td>
</tr>
<tr>
<td>Range resolution</td>
</tr>
<tr>
<td>Temporal resolution</td>
</tr>
<tr>
<td>Detection species</td>
</tr>
<tr>
<td>Interference filter</td>
</tr>
<tr>
<td>Center wavelength (nm)</td>
</tr>
<tr>
<td>Full width at half maximum (nm)</td>
</tr>
</tbody>
</table>
nitrogen molecules at 607 nm and the water vapor at 660 nm and the elastically backscattered (Mie and Rayleigh backscattered) light by the cloud/aerosol particles and molecules at 532 nm using Cassegrainian telescopes. The derived parameters are the backscattering ratio \( R \), particle backscattering coefficient \( \beta \), extinction coefficient \( \alpha \), depolarization ratio \( \delta \), lidar ratio \( S \), and the water vapor mixing ratio \( w \). The value of \( \delta \) is defined by the ratio of the perpendicularly polarized component to the total component of the particle backscattering coefficient with respect to the polarization plane of the emitted laser light. This value can be considered as a measure of the nonsphericity of the particles; the value is zero for homogeneous spherical particles and substantially deviates from zero for the randomly oriented nonspherical particles whose size is larger than the laser wavelength (Mishchenko and Sassen 1998). The value of \( S \) is defined by the ratio of the particle extinction coefficient to backscattering coefficient. This value depends on the particle size, shape, and chemical composition. For example, based on field observations (Ferrare et al. 2001; Anderson et al. 2000) and theoretical calculations (Ackermann 1998), the values for submicrometer-sized aerosols are generally much lower than approximately 30 sr. Meanwhile, the values for the supermicrometer-sized ice crystals and water droplets are generally lower than 30 sr (Sakai et al. 2003). Since the lidar was vertically pointing in this study, the \( \delta \) and \( S \) values also depend on the particle orientation for the large ice crystals. For example, horizontally oriented ice crystals show near zero-\( \delta \) values and low \( S \) values (<1 sr) due to specular reflections (Liu and Lahore 1974; Platt et al. 1978; Mishchenko et al. 1997; Yang et al. 2003). It should be noted that the multiple scattering can affect the \( \alpha \) (and \( S \)) values (underestimate by as much as up to 50%) for the cloud particles by reducing the apparent extinction (Wandinger 1998; Reichardt et al. 2000; Sakai et al. 2003). This effect is further discussed in section 3d. The relative humidity was calculated from the lidar-derived \( w \) and the radiosonde-derived temperature and pressure.

The vertical resolution of the analyzed data was 197 m and the temporal resolution was 9 min except in the case of the high-resolution data of \( R \) and \( \delta \), shown in Figs. 1a,b with resolutions 96 m and 3 min. The uncertainty in the analyzed data was calculated using Poisson statistics for the observed photon counts.

b. Hydrometeor videosonde

The hydrometeor videosonde measures the vertical distributions of the microphysical properties of cloud particles by taking microscopic images on board the balloon. Details of the HYVIS are described by Murakami and Matuo (1990) and Orikasa and Murakami (1997). The dimensions of the HYVIS instrument are 280 mm × 106 mm × 500 mm, and its weight is approximately 2.4 kg. All the instruments are on board a 1.5-kg balloon. The HYVIS collects cloud particles through an inlet that is 1 cm in diameter with a suction fan and samples them on the surface of a transparent 35-mm leader film coated with silicon oil. The particle collection efficiency is estimated to be 100% for the cloud particles larger than 10 \( \mu m \) at 200 hPa (Orikasa and Murakami 1997). Microscopic images of the particles are taken using two small video cameras with different magnifications. The detectable particle size range is 7 \( \mu m \)-5 mm in the maximum dimension. Nighttime measurement is performed by illuminating the particles with an electric light. The images are transmitted in real time to a ground receiver by 1687-MHz microwaves. The microphysical properties observable from the cloud microscopic images are the particle shape, size, cross-sectional area, and the number concentration. These properties were analyzed manually. The temporal resolution of the data is approximately 10 s, which corresponds to the vertical resolution of approximately 67 m (ascending speed of the balloon with an average of 6.7 m s\(^{-1}\) in this study). In this study, the average number of cloud particles collected in 10 s was 135. For comparison with the lidar data, the HYVIS-derived data were averaged vertically for 250 m. In this vertical range, the HYVIS obtained three or four particle images at two magnifications.

In addition to the HYVIS, the radiosonde (RS-01G, Meisei Electric Co., Ltd.) measured the atmospheric pressure, temperature, and relative humidity. Further, a chilled mirror hygrometer (SnowWhite, meteolabor AG), on board the same balloon, measured the dew/ frost points.

3. Results

The measurement of the upper clouds was made during the nighttime period of 29–30 March 2004 over Tsukuba (36.1°N, 140.1°E, 27 m above mean sea level), located in the central part of the Kanto Plain in Japan. During the measurement period, a high pressure had been covering the measurement site. The Raman lidar measured the atmospheric vertical profiles for the period ranging from 1738 local standard time (LST) 29 March to 0628 LST 30 March. The balloon equipped with the HYVIS instruments was launched at 1837 LST on 29 March about 250 m northeast of the lidar site. The balloon reached a height of 12 km and drifted about 40 km east from the launching site 30 min after
the launch. During the period of the HYVIS measurement, thin cirrus clouds, which blurred the outline of the Moon, were visible. The HYVIS obtained 87 images of the cloud particles at each magnification.

**a. Raman lidar data**

Figure 1 shows the vertical and temporal cross section of $R$, $\delta$, $S$, $\alpha$, and the relative humidity with respect to ice (RHi) obtained by the Raman lidar for the period
1802–0009 LST. Data with measurement uncertainties less than 10% for \( \delta \), 50% for \( S \) and RHi, and 100% for \( R \) and \( \alpha \) are plotted in the figure. For the \( \alpha \) and \( S \) values, the multiple scattering effect is not considered. The cross section of \( R \) (Fig. 1a) shows high values (>10) for an altitude range of 6–11 km. The values of \( \delta \) were mostly 20%–35% for an altitude range of 5–11 km except for the middle region (Fig. 1b), indicating the predominance of randomly oriented large nonspherical particles in that region. These particles were probably ice crystals as revealed by the HYVIS measurement (Fig. 2). The values of \( S \) were mostly between 0.3 and 30 sr in that region. These values of \( \delta \) and \( S \) are consistent with those reported by the previous measurements of cirrus clouds (Ansmann et al. 1992a,b; Sassen and Benson 2001; Sakai et al. 2003) and those calculated theoretically for the ice crystals (Takano and Liou 1989; Hess et al. 1998). It should be noted that these values showed low values \( (\delta < 10\% \text{ and } S < 10 \text{ sr}) \) in the middle of the cloud (6.5–8 km in altitude, temperature ranged from \(-25.6^\circ \text{C} \text{ to } -35^\circ \text{C}\)). This was possibly due to the presence of horizontally oriented ice crystals that will be discussed in section 3c. The value of \( \alpha \) in the cloud varied between 0.02 and 1.54 km\(^{-1}\) (Fig. 1d), and the optical thickness \( (\tau) \) varied between 0.3 and 2.6. The relative humidity was saturated or slightly supersaturated with respect to ice \((\geq100\%\)) in the lower part of the clouds (Fig. 1e), which supports the presence of the ice crystals.

### b. HYVIS data

Figure 2 shows the examples of microscopic images of the cloud particles taken by the HYVIS at altitudes of 8.8, 8.4, and 7.8 km. The temperatures at the three altitudes were \(-39.3^\circ \text{C}, -36.7^\circ \text{C}, \text{ and } -33.8^\circ \text{C}\), and RHi values at these altitudes were 106%, 96%, and 99% (measured using the SnowWhite hygrometer; see right panel of Fig. 4). Figure 2 shows that ice crystals were
predominant at the three altitudes. The shape of the crystals was mostly columnar, bulletlike, platelike, and irregular. The crystal size (maximum dimension) was in the range of 7–400 μm. The mean particle size generally increased with decreasing height. The maximum size was 100–200 μm in the upper altitude region (8.25–11.5 km, Figs. 2a,b) and 250–400 μm in the lower region (6.0–8.25 km, Fig. 2c). A more detailed analysis of the cloud microphysical properties is given by Orikasa et al. (2006). The total particle number concentration ranged between 1 and 496 L⁻¹ at altitudes between 5.0 and 11.5 km and was the highest at 8.25–8.5 km (Fig. 2b). It should be noted that few water droplets were detected with HYVIS. This result suggests that the ice crystals were predominant in the cloud and they produced the observed variations in and S, which is discussed in the following subsection.

c. Relation between depolarization ratio and lidar ratio

The lidar measurement showed that the values of and S varied as 0%–35% and 0.3–30 sr in the clouds (Figs. 1b,c). To study the observed variations of these values, we compare them with those calculated theoretically for the cloud particles. The result of the comparison is shown in Fig. 3a by the scatterplot of as a function of S. The lidar-observed values are shown for the cloud data taken between altitudes of 6.45–7.84 km for the period 1847–0009 LST (total 280 data points). The average uncertainties of the data are 0.2% for and 2 sr for S. The theoretical values are shown for the three cloud particles: 1) randomly oriented hexagonal ice columns whose prism-to-basal face axis ratio (c/2a) ranging from 1.25 to 5.9 calculated using the geometrical ray-tracing technique (Hess et al. 1998); 2) horizontally oriented ice crystals calculated using the geometrical ray-tracing technique (Liou and Lahore 1974), T-matrix method (Mishchenko et al. 1997), and the finite difference time domain (FDTD) method (Yang et al. 2003); and 3) water droplets (C1 model with an effective radius of 4 μm; Deirmendjian 1969) calculated using the Mie theory. In the case of the randomly oriented ice columns, the surface roughness was accounted by statistical deviations of ray paths during the ray tracing in the crystals; each time a ray hits a crystal surface, the normal to this surface is tilted with respect to its original direction by a certain angle and also rotated around it. The tilt angle is randomly distributed between 0° and 1°, whereas the azimuth angle is randomly distributed between 0° and 180°. The reasons for incorporating the surface roughness are that perfect hexagonal particles always show halos but are rarely observed in natural cirrus clouds, and that the asymmetry factor calculated for perfectly shaped crystals are higher than that observed (Hess et al. 1998). The calculated values for the ice columns ranged from δ = 33% and S = 12 sr (c/2a = 1.25) to δ = 32% and S = 38 sr (c/2a = 5.9). The theoretically calculated values of δ and S for the other randomly oriented ice crystal shapes (plate-, bullet rosette-, dendrite-, and aggregatellite) are similar.

Fig. 3. Scatterplots of the particle depolarization ratio as a function of (a) the lidar ratio and (b) backscattering coefficient for the clouds. Solid diamonds represent values observed with the lidar in the clouds. Open symbols in (a) show the theoretical values for the randomly oriented hexagonal columns with aspect ratio between 1.25 and 5.9 (open diamonds), horizontally oriented ice crystal (open square), and water droplets (open circle). The numbers to the right of (b) are the number fraction of the horizontally oriented ice crystals that are estimated by assuming the backscattering cross-section ratio to be 100:1.
where subscripts $H$ and $R$ denote the horizontally oriented and randomly oriented ice crystals, respectively, and the backscattering coefficients for these crystals are expressed by

$$\beta_X = N_X \frac{d\sigma_X}{d\Omega},$$

(2)

where $N_c$ is the crystal number concentration and $(d\sigma_X/d\Omega)$ is the mean backscattering cross section of the $X$-oriented crystals where $X$ is $H$ or $R$. Defining the number fraction of the horizontally oriented ice crystals by means of the expression, $f_H = N_{H}/(N_H + N_R)$ and the ratio of the backscattering cross section of the horizontally oriented crystals to the randomly oriented crystals by $r = (d\sigma_H/d\Omega)/(d\sigma_R/d\Omega)$, we can express Eq. (1) as follows:

$$\delta = \frac{\delta_H f_H + \delta_R (1 - f_H)}{f_H r + (1 - f_H)},$$

(3)

from which we obtain

$$f_H = \frac{\delta_R - \delta}{\delta(r - 1) - \delta_H r + \delta_R}.$$  

(4)

The solid curve in Fig. 3b indicates a line for which $f_H$ varies between 0 and 1 (from upper left to lower right). It is assumed that the $\delta$ values for the two oriented crystals are 0% and 35% based on the range of the measured values, $r$ is 100 based on the theoretical calculation for the ice disk by Mishchenko et al. (1997), and the maximum value of $\beta$ is 0.97 km$^{-1}$ sr$^{-1}$. Under these assumptions of $\delta$ and $r$, the values of $f_H$ are, for example, 0.74% at $\delta = 20$, 2.4% at $\delta = 10$, and 5.7% at $\delta = 5$. This estimation suggests that the variation in the small number fraction (a few particles per liter) of the horizontally oriented ice crystals produced the large variations in $\delta$ and $S$ at the high values ($\delta > 10$%), which has already been pointed out by Platt (1978) and Sassen and Benson (2001). However, we cannot verify this estimation using the HYVIS data because the HYVIS cannot measure the particle orientation without disturbing it during the sampling process. The observed data mostly lie between the lines of $r = 10$ and 1000 (dashed curves in Fig. 3b), thereby suggesting that the $\beta$ ratios of the two oriented particles are between these values.

The vertical variations of $\delta$ and $S$ (Figs. 1b,c) shows that these values were the lowest ($\delta < 10$% and $S < 10$ sr) in the middle of the clouds (6.5–8 km in altitude, see also Fig. 4), suggesting that the proportion of the horizontally oriented ice crystals were the largest in that region. The possible reason for the largest proportion of the horizontally oriented crystals in that region was...
that the large-scale turbulence was weak in that region. The turbulence expected from the wind profile was not large (dotted line in the right panel of Fig. 4); this shows that the vertical shear of the horizontal wind was small (average of 1.69 m s⁻¹ km⁻¹ between 6.5 and 7.7 km). The corresponding average Richardson number is 105, which is much larger than the threshold (0.25) for the onset of the turbulence caused by the Kelvin–Helmholtz instability. Under the low shear conditions, large-scale turbulence was unlikely to occur; hence, the ice crystals aligned their longest axis parallel to the horizontal plane as falling in the air (Ono 1969). Accordingly, the proportion of the horizontally oriented crystals was the largest and hence δ and S were the lowest in this region.

The results obtained suggest that by measuring the S and δ values with the lidar, it is possible to distinguish the phase and orientation of the cloud particles: randomly oriented ice crystals (δ > 20%), horizontally oriented ice crystals (δ ~ 0 and S < 1 sr), and water droplets (δ ~ 0 and S ~ 18 sr). In addition, their individual fractions can be estimated. Such measurements might be useful for studying the radiative effect of clouds because their reflectance and absorptance critically depend on particle phase and orientation (Asano 1983; Takano and Liou 1989). However, this method should be verified by measuring mixed-phase clouds with the Raman lidar and HYVIS or other in situ instruments. Moreover, it is useful to measure the δ of ice clouds by tilting the lidar away from the vertical direction in order to verify the ice crystal orientation (Platt 1978; Thomas et al. 1990).

d. Comparison of particle extinction coefficient

To quantitatively compare the Raman lidar data and HYVIS data, Fig. 4 shows the vertical profiles of α obtained using the lidar and those calculated from the HYVIS data (left panel). In the cloud, the measurement uncertainty in α determined by the lidar is less than 20% (6.2–8.4 km); it increased to above 100% outside the cloud (below 5.5 km and above 9.4 km) due to the weak Raman-backscattered signal above the cloud and small extinctions. For the HYVIS data, the α values were calculated from the total particle cross-sectional area multiplied by 2, assuming the geometrical optics approximation because the particles were larger (7–400 μm) than the laser wavelength. The measurement uncertainty in the HYVIS data was estimated from the standard deviation of the total particle number concentrations in each height range. Figure 4 shows that the lidar-derived α (without multiple scattering correction; thick solid line) is 0.92 km⁻¹ at the peak altitude of 8.2 km. This value is approximately 5 times lower than the HYVIS-derived value of 4.44 km⁻¹. The
lidar-derived optical thickness derived is 1.6 ± 0.1 between 5.0 and 10.5 km. This value is approximately 2 times lower than the HYVIS-derived value of 3.1. The possible reasons for the differences in α and τ between the two measurement data are as follows: 1) horizontal and temporal differences in the cloud properties between the measurements using the lidar and HYVIS, 2) underestimation of the lidar-derived values by neglecting the multiple scattering effect, and 3) overestimation of the HYVIS-derived values by altering the particle properties during the sampling process. Reason 1) is most likely because the horizontal distance between the two instruments was 16–19 km for the period when the HYVIS instrumented balloon was in the cloud for altitudes between 6.9–10.6 km (1853–1902 LST; Fig. 4). A large horizontal variation in the cloud properties can be expected from the temporal variations of R (Fig. 1a) and α (Fig. 1d). For example, the value of α is in the range of 0.08 to 1.45 km⁻¹ at the peak altitude of 8.2 km and τ is in the range of 0.3 to 2.6. Although their maximum values are smaller than those determined by the HYVIS, the horizontal variations could be larger than the temporal variations over the lidar site. Reason 2) is possible because the lidar-derived α values could be underestimated with respect to the true values when the cloud particles scatter light strongly in the forward direction (e.g., Wandinger 1998; Reichardt et al. 2000; Sakai et al. 2003). This is because the forward-scattered light could be backscattered by nitrogen molecules, which reduces the apparent extinction of the Raman nitrogen signal. Using the model developed by Wandinger (1998), we have evaluated the influence of multiple scattering on the α values determined by our lidar (2-mrad receiver field of view). The result is shown by the thin solid line in Fig. 4. In the calculation, we assumed that the scattering phase function of the cloud particles was approximated by that of the randomly oriented hexagonal columns (Wandinger 1998) based on the HYVIS images that have shown that the columnar crystals were abundant (Fig. 2). The corrected α value is 1.37 km⁻¹ at the peak altitude and τ is 2.7. These values are lower than those derived from the HYVIS data; therefore, the observed difference cannot be explained based on them alone. Reason 3) is possible because the HYVIS-derived values could be overestimated with regard to the true values by altering the cloud properties during the sampling processes. For example, the cross-sectional area of the cloud particles derived from the HYVIS images could overestimate the true value because the ice crystals (e.g., the plate-like and columnar ones) could settle on the film of the instrument such that it maximizes its cross-sectional area. This can lead to the overestimation of the cross-sectional area if the ice crystals were randomly oriented in air. For example, the mean cross-sectional area of the randomly oriented hexagonal plates with an axis ratio of 1/5 is 56% of the maximum cross-sectional area, whereas that for the randomly oriented hexagonal column with an axis ratio of 5/1 is 77% of the maximum area. If we reduce the HYVIS-derived α by multiplying these factors, we obtain the values of 2.49 and 3.42 km⁻¹. These values are larger than the lidar-derived values. The other possible reason for the overestimation of the HYVIS-derived values is the uncertainty in the flow rate of air by the suction fan. Orikasa and Murakami (1997) have reported that the uncertainty in the flow rate of air is approximately 10% at atmospheric pressures higher than 300 hPa and increases to as large as 100% at 200 hPa. The pressure in the cloud (5.0–11.5 km in altitude) was between 542 and 211 hPa and it was approximately 340 hPa at the peak altitude. On the basis of these results, it is inferred that the error caused by the flow rate calculation is too small to explain the observed differences.

From these assessments, we conclude that horizontal inhomogeneity in the cloud properties is the most probable reason for the observed differences between the extinction values determined by the lidar and HYVIS. This result reveals the difficulty in the quantitative validation of the lidar measurement of cirrus optical properties using HYVIS data when the horizontal inhomogeneity is large. Nevertheless, simultaneous measurements performed using these instruments provide valuable information on cirrus properties such as phase, shape, size, number concentration, orientation, and optical properties. The measurement setup of the HYVIS is simple and can be launched every hour. Hence, successive launches of the HYVIS and continuous lidar measurements will be beneficial to the study of the evolution of cirrus clouds.

4. Conclusions

We measured the optical and microphysical properties of the upper clouds over Tsukuba on 29–30 March 2004 using the Raman lidar and HYVIS. The clouds were present at the altitude range of 5–11.5 km. The cloud particles were mostly ice crystals. The crystal shape was columnar, bulletlike, platelike, and irregular. The crystal size ranged from 7 to 400 μm. The number concentration varied between 1 and 496 L⁻¹ and was the highest at an altitude range of 8.25–8.5 km. The particle depolarization ratio varied between 0%–35% and the lidar ratio varied between 0.3–30 sr in the clouds. The depolarization ratio generally decreased with decreasing values of the lidar ratio and increasing
values of backscattering coefficient. The comparison of these observed values with theoretical values suggests that the observed variations were due to the variation in the proportion of the horizontally oriented ice crystals in the clouds. The proportion of the horizontally oriented ice crystals was expected to be the largest at the middle of the clouds where the vertical shear of the horizontal wind was small. The particle extinction coefficient obtained with the lidar was approximately 5 times lower than that calculated from the HYVIS measurement data at the peak height. The cloud optical thickness obtained with the lidar was approximately 2 times lower than that obtained with the HYVIS. The most probable reason for the differences is the horizontal inhomogeneity of the particle properties between the measurement sites for the two instruments. The other possible reasons for the differences are the underestimation of the lidar-derived value by neglecting the multiple scattering effect and the overestimation of the HYVIS-derived value by altering the particle properties during the sampling process. Although the present study has revealed the difficulty in the quantitative validation of the lidar measurements of cirrus optical properties using HYVIS data, successive launching of HYVIS-mounted balloons and continuous lidar measurements will be beneficial to the study of the evolution of the microphysical and optical properties of cirrus clouds. These properties are required to facilitate a deeper understanding of their effects on climate.
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