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ABSTRACT

The central Indian Ocean (CIO) mode, an intrinsic coupled mode, plays an important role in the intra-seasonal variabilities over the Indian monsoon region. Besides the intraseasonal variabilities, the CIO mode also has pronounced seasonal and interannual variabilities. The CIO mode is active during boreal summer but suppressed during boreal winter. The seasonality is mainly attributable to the barotropic instability, which is caused by the large meridional shear of zonal winds. By decomposing the temporal tendency of the meridional gradient of zonal winds, it is found that the zonal wind shear mainly follows the variation of the horizontal eddy flux, which indicates the importance of the multiscale interaction in tropical dynamics. The interannual variability of the CIO mode also depends on the energy transfer associated with the barotropic instability. The influences of El Niño and La Niña and Indian Ocean dipole–zonal mode (IODZM) on the CIO mode are analyzed. El Niño and La Niña have moderate impacts on the CIO mode. El Niño weakens the CIO mode and La Niña strengthens it via the changes in the low-level zonal wind shear. IODZM does not significantly change the amplitude of the CIO mode but can shift its latitudinal position by modifying the meridional shear of the zonal winds. The low-frequency variabilities of the CIO mode at seasonal and interannual time scales unveil the impacts of the background circulations at the intraseasonal variabilities during the Indian summer monsoon in a multiscale framework. While the low-frequency variabilities of this mode will clearly have an implication for monsoon variability and prediction, further studies are needed to quantify the impacts.

1. Introduction

The summer monsoon is the wet season of the Indian subcontinent and is the lifeline for billions of people living on the rim of the Indian Ocean. Intraseasonal variability, which is commonly known as the monsoon intraseasonal oscillation (MISO), is pronounced during the Indian summer monsoon (Goswami 2005; Shukla 2014). Many studies have confirmed that MISO stems from the tropical Indian Ocean, as a result of the northward-propagating intraseasonal variabilities. Yasunari (1980) was one of the pioneers, and comprehensive descriptions of MISO were given by Annamalai and Slingo (2001), Goswami (2005), and Waliser (2006). Several processes and mechanisms have been identified to be important for the northward-propagating intraseasonal variabilities, such as the surface heat flux (Webster 1983), the interaction between the perturbations and the background easterly wind shear (Jiang et al. 2004), the eddy-mediated regime transitions (Bordoni and Schneider 2008), the convective momentum transport (CMT; Kang et al. 2010), and the ocean–atmosphere
interactions (Yano and McBride 1998; Kemball-Cook and Wang 2001; Fu and Wang 2004; Zhou and Murtugudde 2014; Xi et al. 2015). Recently, a central Indian Ocean (CIO) mode was proposed in Zhou et al. (2017) as an intrinsic coupled mode that can explain the intraseasonal variabilities in the Indian monsoon. The CIO mode is represented by the covariability of intraseasonal sea surface temperature (SST) anomalies and intraseasonal low-level wind anomalies over the central Indian Ocean, and it captures the mechanistic links between the dynamic and thermodynamic fields. The CIO mode acts like a T junction and plays a role in the transition between the eastward-propagating intraseasonal variabilities (commonly known as the Madden–Julian oscillation) and the northward-propagating MISO. As a result, a high correlation between the CIO mode and the intraseasonal precipitation over the Bay of Bengal in boreal summer is found. The CIO mode and related processes have been diagnosed in Zhou et al. (2017) at intraseasonal time scales. As can be expected of this multiscale system, the CIO mode also has distinct features at seasonal–interannual time scales. Such low-frequency variability of the CIO mode and the driving mechanisms are analyzed in this study. Decadal and multidecadal time scales and trends under global climate change will be diagnosed in a separate study especially in the context of the negative trend in the Indian summer monsoon and the erroneous representation of this trend in CMIP5 models (Saha et al. 2014; Roxy et al. 2015; Sabeev et al. 2015).

At interannual time scales, El Niño–Southern Oscillation (ENSO) and the Indian Ocean dipole–zonal mode (IODZM) dominate over the Indo-Pacific region although some recent studies have posited that the tropical Atlantic can also influence the Indian monsoon variability (Pottapinjara et al. 2014, 2016). The long-term variability of the Indian summer monsoon is influenced by ENSO and IODZM. A negative correlation was found between ENSO and the Indian summer monsoon (Webster and Palmer 1998; Krishnamurthy and Kirtman 2003), but the relation appears to be nonstationary at decadal time scales (Kumar et al. 1999; Krishnamurthy and Goswami 2000). Especially in recent decades, the relation between ENSO and the Indian summer monsoon has weakened because of the influence of IODZM (Slingo and Annamalai 2000; Ashok et al. 2001; Sarkar et al. 2004), but the debate over the decadal shifts in Indian summer monsoon onset, withdrawal, and length of the rainy season continues (Sabeerali et al. 2014; Sahana et al. 2015). During the positive IODZM phase, warm SST anomalies over the western tropical Indian Ocean lead to anomalous updraft and surplus rainfall, compensating the El Niño–induced rainfall deficit over the monsoon region (Ashok et al. 2004). The relations between the Indian summer monsoon, ENSO, and IODZM extracted from observations and reanalysis products are confirmed by both theoretical and modeling studies (e.g., Li et al. 2003; Lau and Nath 2004). Because of the tangled interactions between the Indian and the Pacific Oceans, an appropriate combination of ENSO and IODZM is likely to have a better representation of the slow variability of Indian summer monsoon (Gadgil et al. 2004; also see Chen 2011; Lian et al. 2014) and may also need to consider the Atlantic zonal mode. By analogy, it is natural to expect that the interannual variability of the CIO mode is possibly influenced by both ENSO and IODZM as well. This is indeed the case and we report the detailed processes in this study. Any potential Atlantic influences on the CIO are not considered here.

For the rest of this paper, the data and methods are introduced in section 2. The seasonal and interannual variabilities as well as the dynamics are discussed in sections 3 and 4, respectively. The conclusions and discussion are presented in section 5.

2. Data and methods

Atmospheric variables, such as wind and precipitation for 1982–2014, are obtained from the daily National Centers for Environmental Prediction (NCEP)–National Center for Atmospheric Research (NCAR) reanalysis (Kalnay et al. 1996). The atmospheric variables are also obtained from daily ERA-Interim data, the global atmospheric reanalysis produced by the European Centre for Medium-Range Weather Forecasts (ECMWF; Uppala et al. 2005) for ensuring the robustness of our findings. SST data for 1982–2014 are obtained from the 1/8° daily NOAA Optimum Interpolation SST (Reynolds et al. 2007), and the outgoing longwave radiation (OLR) data are available for 1982–2013 from the NOAA satellite data (Liebmann and Smith 1996). All intraseasonal variabilities are obtained with a 20–100-day-bandpass Butterworth filter.

The index for the CIO mode is the principal component (PC) of the first combined empirical orthogonal function (EOF) mode of the daily intraseasonal SST and daily intraseasonal zonal winds at 850 hPa, as described in Zhou et al. (2017). The domain for the EOF analysis is over the whole Indian Ocean, covering 20°N–20°S, 40°–120°E. Each field is normalized by subtracting its regional mean and then dividing by its regional variance within the above domain before doing the EOF analysis, so that the SST and winds become dimensionless and are comparable in magnitude. The CIO mode index (CI) is shown in Fig. 1a with a blue curve. Although CI mainly captures the intraseasonal variabilities, there are also clear low-frequency variabilities in CI. To highlight the
latter, the envelope of CI (EI) is computed using the Hilbert transform; that is, $EI = |\mathcal{H}(CI)|$, where $\mathcal{H}$ denotes the Hilbert transform (red curves in Fig. 1a). The Hilbert transform is a common way to detect the envelope of a signal, which has been used to extract the low-frequency variabilities in both the ocean and the atmosphere (e.g., Longuet-Higgins 1984; Ouergli 2002). To show the effect of the envelope clearly, a zoom-in time series of CI and EI are shown in Fig. 1b for a randomly selected year of 1992. The following analyses mainly rely on the seasonal and interannual variabilities of EI.

In the following analysis, a two-sample Student’s $t$ test, assuming that the two samples have unknown and unequal variances, is applied to test the statistical significance of the differences between two groups at a 95% confidence level.

3. Seasonal variability of the CIO mode

The climatological seasonal variability (daily data averaged from 1982 to 2014) of EI is shown in Fig. 2. It is obvious that the CIO mode is active during Indian summer monsoon from June to September but suppressed during boreal winter from December to March. Note that large (small) EI in Fig. 2 does not indicate a positive (negative) phase of the CIO mode. Instead, large (small) EI indicates that the amplitudes of the CIO mode for both the positive and the negative phases are enhanced (suppressed) during boreal summer (winter). In other words, the background state is favorable (unfavorable) for the CIO mode during boreal summer (winter). Thus, the question that will be addressed in this study is—what in the background state facilitates energizing the CIO mode during the Indian summer monsoon? Another distinct feature of the seasonal variation of EI in Fig. 2 is the dip in EI from early May to early June, which, however, is not likely to be attributable to the monsoon break periods or the “bogus” monsoon onset. Figure 2 shows the climatological seasonal variation of EI. While the break spells (Krishnan et al. 2000; Rajeevan et al. 2010) and the bogus onset of monsoon (Fasullo and Webster 2003) are both intraseasonal
features, they are largely removed in the climatological mean. (The possible reason for the dip is discussed later using Fig. 7.)

Since the CIO mode is composed of the anomalies of low-level winds, the variabilities of the CIO mode can be detected from the variation of intraseasonal atmospheric kinetic energy (KE'; the intraseasonal variability of a variable is denoted with a prime hereafter). Following Zhou et al. (2012), the kinetic energy budget at the intraseasonal time scale in isobaric coordinates can be decomposed as

\[
\frac{\partial \text{KE}'}{\partial t} = -\mathbf{u} \cdot \nabla \text{KE}' + [\text{KE}' \times \text{KE}'] + [\text{KE}' \times \Phi] - \nabla \cdot (\mathbf{u}' \Phi') + [\text{KE}' \times \text{PE}'] + \text{EV} + R, \tag{1}
\]

where \( \mathbf{u} = u_i + v_j + \omega_k \) is the three-dimensional velocity in isobaric coordinates (\( \omega = \partial p/\partial t \)), \( \Phi \) is the geopotential, and \( \nabla = i\partial/\partial x + j\partial/\partial y + k\partial/\partial p \). Following the definition in Zhou et al. (2012) and Holton and Hakim (2013), \([\text{KE}' \times \text{KE}']\) denotes the energy conversion between kinetic energy of the intraseasonal variabilities and the kinetic energy of the mesoscale variabilities, \([\text{KE}' \times \Phi]\) represents the kinetic energy exchange between the intraseasonal variabilities and the background state, \([\text{KE}' \times \text{PE}']\) captures the energy transfer between the kinetic energy and the potential energy of the intraseasonal variabilities, the EV term is the dot product of the velocity and the eddy momentum flux at the intraseasonal time scale [see Zhou et al. (2012) for more details], and \( R \) is the residual term. During the Indian summer monsoon from June to September, KE' is shown in Fig. 3a. It is pronounced in three regions over the Indian Ocean. One is from 75° to 95°E straddling the equator, which is exactly the region of the CIO mode. The other two regions are the Arabian Sea and the Bay of Bengal, which are to the west of the heavy monsoonal precipitation in the two regional oceans (not shown). The high KE' in these two regions are understandable and important for the Indian summer monsoon, but they are not directly related to the CIO mode. Thus, they are not the focus for the following discussion. During boreal winter from December to March, KE' over the central Indian Ocean is relatively small, and a pronounced KE' occurs along 10°S, being roughly...
consistent with the ITCZ in the Southern Hemisphere (Fig. 3b). Each term in Eq. (1) is examined individually. It turns out that only $[\text{KE}' \times \text{PE}']$ shows a similar pattern to that of KE' in both boreal summer and boreal winter, as shown in Figs. 3c and 3d, respectively. The advection term in the KE' budget (Fig. 4a) is large in the Bay of Bengal and the Arabian Sea but is moderate over the tropical Indian Ocean. The $[\text{KE}' \times \text{PE}']$ is pronounced in the subtropics (Fig. 4b) but is small over the equatorial region. The work done by the pressure gradient force in Eq. (1) is generally small, as shown in Fig. 4c. The $[\text{KE}' \times \text{KE}']$ is much smaller than other terms, so it is not shown. Usually, the energy transfer from the mean kinetic energy to the kinetic energy of intraseasonal variabilities is caused by the barotropic instability of the background state (Vallis 2006; Holton and Hakim 2013). In addition, a meridionally tilted structure can be seen in the vertical profiles of zonal winds (not shown), which helps to carry the zonal momentum during the barotropic energy conversion.

It is well known that the necessary condition for barotropic instability is that the meridional gradient of quasigeostrophic potential vorticity (QGPV; $\frac{dq}{dy} = \beta - \frac{a^2}{U} \frac{\partial^2 U}{\partial y^2}$, where q is QGPV, $\beta$ is the meridional gradient of the Coriolis parameter, and $U$ is the background zonal velocity) changes sign within the study region (Vallis 2006). Figure 5 shows $\frac{dq}{dy}$ in the lower troposphere at 850 hPa during the Indian summer monsoon and during boreal winter. During the Indian summer monsoon, positive and negative values occur alternatively in the meridional direction from about 10°S to the northern Bay of Bengal (~20°N), which is indicative of the necessary condition for the barotropic instability being satisfied. On the contrary, $\frac{dq}{dy}$ during boreal winter is mostly negative, and the necessary condition for barotropic instability in the Northern Hemisphere does not occur. However, in the Southern Hemisphere, the zonal belt of a negative–positive–negative pattern of $\frac{dq}{dy}$ can satisfy the
For barotropic instability, the meridional shear and the tendency of the background zonal wind are the key. In isobaric coordinates, the zonal momentum equation at an isobaric level is written as

\[
\frac{Du}{Dt} - (f + \beta y)u = -\frac{\partial \Phi}{\partial x} + X, \tag{2}
\]

where \(f\) is the Coriolis parameter, \(D/Dt = \partial/\partial t + u \partial/\partial x + \nabla \partial/\partial y + \omega \partial/\partial \rho\), and \(X\) denotes the residual and unresolved terms. Taking the zonal mean within a domain (e.g., over the Indian Ocean), one has (see the appendix for details)

\[
\frac{D}{Dt} \overline{u} - (f + \beta y)\overline{u} = \left( \frac{\partial}{\partial t} + \overline{\nu} \frac{\partial}{\partial y} + \overline{\nu} \frac{\partial}{\partial \rho} \right) \overline{u} - (f + \beta y)\overline{u} = - \frac{\partial \overline{w} \overline{v}}{\partial y} - \frac{\partial \overline{w} \overline{u}}{\partial \rho} - \frac{\nabla \Delta u' + \Delta (u' u') + \Delta \Phi'}{L} + X, \tag{3}
\]

where the overbar denotes the zonal mean (e.g., \(\overline{u} = L^{-1} \int_X \overline{\nu} \, dx\)), \(X_E\) and \(X_W\) denote locations of eastern and western boundaries, respectively, and \(L = X_E - X_W\) is the zonal length of the domain. Then, taking the \(y\) derivative of Eq. (3), one has the tendency equation for \(\partial \overline{u}/\partial y\):

\[
\frac{\partial}{\partial t} \left( \frac{\partial \overline{u}}{\partial y} \right) = \text{ADV} + \beta_{\text{term}} + H_{\text{eddy}} + V_{\text{eddy}} + \text{BRY} + \frac{\partial \overline{X}}{\partial y}, \tag{4}
\]

where

\[
\text{ADV} = - \frac{\partial \overline{u}}{\partial \rho} \frac{\partial \overline{u}}{\partial y} + \overline{\nu} \frac{\partial^2 \overline{u}}{\partial y^2} - \frac{\partial \overline{u}}{\partial \rho} \frac{\partial \overline{u}}{\partial \rho} - \frac{\partial \overline{w}}{\partial y} \frac{\partial \overline{w}}{\partial \rho} \frac{\partial \overline{u}}{\partial \rho}
\]

represents the influence of advection, \(\beta_{\text{term}} = -(f + \beta y) \partial \overline{u}/\partial y - \beta \overline{v}\) represents the influence of Earth’s rotation, \(H_{\text{eddy}} = - \frac{\partial^2 (\overline{w} u')}{\partial y^2}\) represents the horizontal eddy flux, \(V_{\text{eddy}} = - \frac{\partial^2 (\overline{w} w')}{\partial y \partial \rho}\) represents the vertical eddy flux, \(\text{BRY} = - \partial/\partial y [\Delta (u' u') + \Phi'/L]\) represents the influences from the two boundaries, and \(\partial \overline{X}/\partial y\) denotes the net influence of the residual terms, which likely represent unresolved eddy processes.

The seasonal variations of \(\partial \overline{u}/\partial y\) and \(\partial/\partial t (\partial \overline{u}/\partial y)\) at 850 hPa averaged over the Indian Ocean from 40° to 120°E are shown in Fig. 7. The zonal averages over the central Indian Ocean domain (e.g., from 75° to 95°E) are essentially similar to Fig. 7, so they are not shown explicitly. The meridional gradient of zonal mean zonal velocity begins to increase in March (color shading in
Fig. 7). Along with the northward migration of the sun and ITCZ, positive $\partial/\partial t (\partial \omega / \partial y)$ also moves northward until June. In March, positive $\partial \omega / \partial y$ exists along 10°S (solid contours in Fig. 7). As a result of positive $\partial/\partial t (\partial \omega / \partial y)$ and the northward migration, positive $\partial \omega / \partial y$ increases and also moves northward. However, since $\partial/\partial t (\partial \omega / \partial y)$ in the Southern Hemisphere during boreal summer is small, $\partial \omega / \partial y$ remains positive along 10°S. Thus, the belt of positive $\partial \omega / \partial y$ during boreal summer actually expands. In May, to the north of positive $\partial \omega / \partial y$, negative $\partial/\partial t (\partial \omega / \partial y)$ appears, and $\partial \omega / \partial y$ becomes more negative. Because of the strong positive tendency of $\partial \omega / \partial y$ between the equator and 10°N, negative $\partial \omega / \partial y$ reduces and almost disappears from early May to early June, which corresponds to the dip in the seasonal EI shown in Fig. 2. After early June, the negative $\partial/\partial t (\partial \omega / \partial y)$ reinforces the negative $\partial \omega / \partial y$. The pattern of an alternative positive $\partial \omega / \partial y$ and negative $\partial \omega / \partial y$ in the meridional direction is favorable for the barotropic instability. As a result, EI rebounds from the dip after early June as shown in Fig. 2. During the Indian summer monsoon from June to September, both positive $\partial/\partial t (\partial \omega / \partial y)$ from the equator to 10°N and negative $\partial/\partial t (\partial \omega / \partial y)$ from 10° to 20°N become small. As a result, positive $\partial \omega / \partial y$ reaches a maximum along the equator, and negative $\partial \omega / \partial y$ reaches a minimum to the north. Thus, the meridional gradient of relative vorticity $\partial^2 \omega / \partial y^2$ becomes large enough to overcome the meridional gradient of planetary vorticity $\beta$, and the necessary condition for the barotropic instability can be satisfied (Fig. 5a). In October, $\partial/\partial t (\partial \omega / \partial y)$ turns negative and retreats southward along with the ITCZ. Correspondingly, $\partial \omega / \partial y$ decreases in the Northern Hemisphere. But, since $\partial/\partial t (\partial \omega / \partial y)$ is still moderate in the Southern Hemisphere, $\partial \omega / \partial y$ does not change much either. and the belt for positive $\partial \omega / \partial y$ shrinks. The reduction of $\partial \omega / \partial y$ shuts down the barotropic instability and suppresses the CIO mode.

The components for $\partial/\partial t (\partial \omega / \partial y)$ in Eq. (4) along 5°N, where $\partial/\partial t (\partial \omega / \partial y)$ reaches its maximum and minimum, are shown in Fig. 8. The variation of $\partial/\partial t (\partial \omega / \partial y)$ is small (black line) and not clearly visible in Fig. 8a but is discernible in Fig. 8b. Along 5°N, $\partial \omega / \partial y$ begins to increase from May and lasts until June. During the Indian summer monsoon from late June to September, $\partial/\partial t (\partial \omega / \partial y)$ is close to zero, and hence $\partial \omega / \partial y$ reaches a maximum, which is consistent with what is shown in Fig. 7. In Fig. 8a, during the Indian summer monsoon, one can see that advection (red curve) and $\beta$ effect (blue curve) are two dominant terms, but they tend to cancel each other from May to September. In May, the sum of advection and the $\beta$ effect contribute significantly to the positive $\partial/\partial t (\partial \omega / \partial y)$ (red curve in Fig. 8b). But, from June to September, the sum of advection and the $\beta$ effect are small or slightly negative. The variation of $\partial/\partial t (\partial \omega / \partial y)$ mainly follows the horizontal eddy flux (cyan curve). The vertical eddy flux (yellow curve) is generally negligible, except from May to July when it cancels part of the horizontal eddy flux. The residual term is relatively small during the Indian summer monsoon, except from May to July, which indicates a relatively high reliability of the decomposition of $\partial/\partial t (\partial \omega / \partial y)$. During boreal winter, the advection and $\beta$ effect are very large, but they are offset by the unresolved processes, which are grouped into the residual term. As a result, the net tendency of $\partial \omega / \partial y$ is quite small in the Northern Hemisphere. Since we intend to focus on the Indian summer monsoon, what specific processes may be involved in the unresolved term during boreal winter are not explored in this study. Overall, it can be concluded that for the meridional gradient of the background zonal wind during boreal summer, the horizontal advection and $\beta$ term are two dominant components but they largely cancel each other. The variation of $\partial \omega / \partial y$ is mainly controlled by the horizontal eddy flux.

4. Interannual variability of the CIO mode

Besides the seasonal variability, the CIO mode (EI) also has a pronounced interannual variability, as shown in Fig. 9 (solid line). The mean [KE' × KE] at 850 hPa averaged during the Indian summer monsoon over the central Indian Ocean in each year are superimposed in Fig. 9 with a dashed line. The correlation coefficient between the interannual EI and the interannual barotropic energy transfer is 0.69, which is statistically significant at a 95% confidence level. The high correlation indicates again that the barotropic instability is the direct energy source for the CIO mode. In addition, both EI and barotropic energy conversion are coherent with the Indian summer monsoon. Note that EI represents
the low-frequency variability of the CIO mode, which mainly captures the intraseasonal variabilities (Fig. 1). Thus, EI is different from the seasonal variation of the Indian monsoon. In fact, there is a weak negative correlation between the seasonal and the intraseasonal monsoon variabilities, which implies that the Indian monsoon may be subject to different mechanisms at two different time scales. The seasonal evolution of the Indian monsoon was found to have a connection with the meridional gradient of temperature and baroclinic processes (e.g., Charney and Stern 1962), but this does not imply any contradiction with the above results. During the Indian summer monsoon, the heat-releasing center moves from the tropical Indian Ocean to the subtropics (Wu and Zhang 1998; Zhou and Murtugudde 2014), which leads to warming in the subtropics. Such a feature is captured by the daily tropospheric temperature gradient (TT) index (Goswami and Xavier 2005), which is the difference of the vertical mean temperature between 700 and 300 hPa averaged between a northern box (35°–10°N, 30°–110°E) and a southern box (10°N–15°S, 30°–110°E). The dash–dotted line in Fig. 9 shows the average of the envelope of the intraseasonal TT index in the northern box (the subtropical region) in each year. The correlation coefficient between the CIO index (solid line) and the Indian monsoon index (dash–dotted line) is 0.61, which is significant at the 95% confidence level [the influence of the bandpass filtering on the significance test of the correlation coefficient is removed following Bretherton et al. (1999)]. In contrast, the correlations between the interannual ENSO index (such as the Niño-3.4 index) or the IODZM index (such as the IOD index) and the TT index are insignificant (not shown), which is consistent with current understanding that the impacts of ENSO and IODZM on the Indian summer monsoon are not stable and have a large variance (Ashok et al. 2001; Krishnamurthy and Kirtman 2003; Sabeevali et al. 2014). The correlation between the MISO and the high-frequency intraseasonal variabilities (or commonly known as the quasi-biweekly oscillation) is insignificant in the region used for Fig. 9 (not shown). Moreover, Karmakar et al. (2015) showed that, at interannual time scales, the seasonal mean rainfall has an out-of-phase relation with the MISO but an in-phase relation with the high-frequency intraseasonal variabilities. Therefore, in the multiscale framework for the Indian monsoon, the components at different time scales have different interactive relations. The close relation between the CIO mode and the Indian summer monsoon at interannual time scale indicates the importance of the CIO mode
The difference in $\partial u/\partial y$ between the positive and negative IODZM phases is shown in Fig. 11. In deep tropics, the amplitudes of $\partial u/\partial y$ are similar in the two phases, but there is a shift in the latitudinal location. In the northern Bay of Bengal around 20°N, $\partial u/\partial y$ is much stronger in the negative IODZM than the positive IODZM. As a result, for the positive IODZM phase, $[KE' \times KE]$ is smaller than $10^3$S and the equator but larger to the north between the equator and 10°N (Fig. 12). Over the northern Bay of Bengal also, $[KE' \times KE]$ is smaller in the positive IODZM than the negative IODZM. The differences in precipitation are roughly consistent with $[KE' \times KE]$ (Fig. 12d). Comparing the positive and negative IODZM phases, because of warm SST anomalies in the western Indian Ocean and the cold SST anomalies in the eastern Indian Ocean, easterly wind anomalies (denoted with $\delta u$) are generated (vectors in Fig. 13; Iizuka et al. 2000). Of course, the wind anomalies cannot be uniform in latitude. Hence, $\delta^2(\delta u)/dy^2$ is superimposed on the normal meridional gradient of relative vorticity. As shown in Fig. 13, the amplitude...
of $\partial^2 (\partial u / \partial y)^2$ is generally smaller than that of $\beta - \partial^2 (\partial u / \partial y)^2$ shown in Fig. 5a. Thus, the modification of the differences between different IODZM phases only causes a moderate deviation from a normal year, which can also be confirmed from the pattern of $[\text{KE}' \times \text{KE}]$ and precipitation in Fig. 12. Therefore, the IODZM phases do not change the amplitude of CIO mode significantly, but they shift the latitudes of the normal CIO mode slightly; that is, the positive (negative) IODZM tends to shift the CIO mode northward (southward) by a few degrees of latitude.

The difference in $\partial u / \partial y$ over the central Indian Ocean between El Niño and La Niña is shown in Fig. 14. Generally, the differences between El Niño and La Niña are not large. But $\partial u / \partial y$ is slightly stronger (for both positive and negative shears) during La Niña than it is during El Niño between 5°S and 10°N. Correspondingly, the barotropic energy conversion $[\text{KE}' \times \text{KE}]$ and precipitation are slightly smaller during El Niño over the central Indian Ocean (Fig. 15). In addition, the wind difference at 850 hPa between El Niño and La Niña shows a cyclonic anomaly between 80° and 100°E along the equator, which is opposite to the anticyclonic cell for the CIO mode (Zhou et al. 2017). Thus, the CIO mode is expected to be slightly weaker during El Niño. Actually, pronounced differences between El Niño and La Niña reside in the western Pacific. Large differences in both $[\text{KE}' \times \text{KE}]$ and precipitation extend in the southeast–northwest direction from the eastern tropical Pacific, going through the South China Sea (SCS) and reaching the Bay of Bengal. The southeast–northwest-tilting belt is continuous in the difference in $[\text{KE}' \times \text{KE}]$ (color shading in Fig. 15, top) but seems to break down in the
difference in precipitation (color shading in Fig. 15, bottom), which is attributable to the small humidity difference between El Niño and La Niña over the Southeast Asian peninsula (not shown). Wang and Xie (1997) argued that the apparent northward propagation of intraseasonal variabilities was actually a westward-tilting convection front, which emanated from the tropical Pacific as Rossby waves. This hypothesis could not explain the independent northward-propagating intraseasonal variabilities as categorized in Wang and Rui (1990), and hence it may not be the whole story. However, it is supported by the evidence that many northward-propagating intraseasonal variabilities coincide with the westward-propagating ones, from observational evidence that many monsoon depressions and breaks are related to the variabilities coming from the east (Krishnan et al. 2000), and also from numerical model experiments of Annamalai et al. (2010). It is now also supported by the southeast–northwest-tilting belt of \([KE’ \times KE]\) and precipitation shown in Fig. 15. Therefore, it can be concluded that there is more than one avenue for ENSO to influence the Indian Ocean in reality. The westward-propagating Rossby waves are likely to be an important pathway and the ENSO influence via modifying the CIO mode is another avenue. Actually, ENSO can also have impacts on the Indian Ocean via the Indonesian Throughflow (ITF; e.g., Murtugudde et al. 1998; Reason et al. 2000; Lee et al. 2002; Zhou et al. 2008b,a; and many others) and by altering the temperature difference between SST and the tropospheric temperature as well (Chiang and Sobel 2002). The complex and multichannel connections between ENSO and the Indian Ocean may explain the weak linear correlation between ENSO and the Indian summer monsoon. A better understanding of the net effect of these various avenues and their relative importance for different ENSO events can be expected to benefit the simulation and prediction of Indian summer monsoon. We also expect that employing the Indo-Pacific tripole framework (Chen 2011) and diagnosing each term in Eq. (4) for their interannual variability may shed more light on the apparent nonstationarity of the ENSO–IODZM–monsoon interactions. But this is beyond the scope of this study.

5. Conclusions and discussion

The CIO mode is found to be closely related to the MISO and heavy monsoonal rainfall during the Indian summer monsoon. The processes associated with the CIO mode at intraseasonal time scales have been discussed in Zhou et al. (2017). In addition to the intraseasonal variabilities, the CIO mode also has pronounced seasonal and interannual variabilities. The low-frequency variabilities of the CIO mode are attributable to barotropic instability, which is triggered when the meridional shear of the background zonal winds are large enough to overcome the meridional
gradient of the planetary vorticity. The energy conversion from zonal mean kinetic energy to the kinetic energy of intraseasonal variabilities energizes the intraseasonal variabilities during the Indian summer monsoon and leads to an active CIO mode. The horizontal eddy flux is the major component for the variation of the meridional gradient of zonal winds, which is consistent with the traditional conclusion for the global mean zonal velocity as discussed in Holton and Hakim (2013), albeit mostly in the context of midlatitude circulation. At interannual time scales, ENSO and IODZM are two dominant modes over the Indo-Pacific region. IODZM tends to shift the latitudinal position of the CIO mode by modifying the meridional shear of the zonal winds, since large-scale zonal winds are induced by the SST anomalies in the western and eastern nodes of IODZM. ENSO has moderate impacts on the interannual variability of the CIO mode: El Niño tends to weaken the CIO mode and La Niña tends to enhance it, via the changes in the low-level zonal wind shear over the central Indian Ocean. Overall, the impacts of ENSO and IODZM on the CIO mode at the interannual time scale are both moderate, which is consistent with the fact that the relations between ENSO/IODZM and Indian summer monsoon are weak and unreliable (e.g., Kumar et al. 1999; Krishnamurthy and Kirtman 2003). The weak statistical correlation between ENSO/IODZM and Indian summer monsoon was also shown in Zhou et al. (2017). At the intraseasonal time scale, Zhou et al. (2017) showed that the CIO mode represents a mechanistic link between the CIO mode and the Indian summer monsoon; that is, the CIO mode has an impact on the MISO via creating a coherent environment between the SST anomalies and the cyclonic gyre over the central Indian Ocean and modifying the vertical structure of the wind field. In this study, we conclude that the seasonal and the interannual variabilities of the CIO mode are also consistent with those of the Indian summer monsoon.

The seasonal variability of the CIO mode is quite consistent with that of the Indian monsoon. It represents the seasonal shift of the ITCZ and precipitation between the Northern and Southern Hemispheres. The observations and reanalysis products for SST and low-level winds (e.g., at 850 hPa) are fairly reliable. The simulation and prediction of these large-scale variables are also satisfactory. Thus, a better understanding of the relation between the CIO mode and the Indian summer monsoon is likely to facilitate the simulation and prediction of the intraseasonal features of the Indian monsoon and their low-frequency variabilities, especially the monsoon onset and withdrawal. At interannual and longer time scales, the evolution of the Indian monsoon system follows the shift of the ITCZ between the two hemispheres as well. The global energy balance determines the ITCZ locations at interannual and longer time scales (Schneider et al. 2014). Zhou et al. (2017) showed that the CIO mode, which captures the atmosphere–ocean interactions at the intraseasonal time scale, plays an important role in the MISO phenomenon. Current results show that the barotropic energy conversion resulting from the large-scale wind structures is undoubtedly a key process in the energy budget over the Indian Ocean during the Indian summer monsoon. In the multiscale but “seamless” climate system, the CIO mode is certainly influenced by the background state variability, such as ENSO and IODZM, as discussed in this study. On the other hand, it is also foreseen that the CIO mode may have feedbacks to the background state, which requires further studies in the future.

A caveat of this study is that the potential energy budget associated with the low-frequency variabilities of the CIO mode is not shown because of the uncertainty of key variables in the reanalysis products. The latent heat release and the moist processes are critical for the variation of the potential energy. But large uncertainty
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exists not only in reanalysis products but also in observations. For example, Zhang et al. (2010) showed inconsistency in shallow diabatic heating between four different Tropical Rainfall Measuring Mission (TRMM) datasets. Therefore, it is hard to yield reliable estimates of the potential energy budget using existing observations or reanalysis products. An idealized layer model (which has been widely used in theoretical studies, such as in Moorthi and Arakawa 1985; Chatterjee and Goswami 2004; Sobel and Maloney 2012; Liu and Wang 2013; Zhou and Kang 2013; and many others) should be a useful tool for detecting the influences of moist processes on the CIO mode at various time scales. It can also be useful for further examining the mechanisms of the CIO mode and the sensitivity of the CIO mode to the parameterization of moist processes. In all, much more work is needed for a better understanding of the CIO mode and its relation with the Indian monsoon in the multiscale climate system.
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APPENDIX

Derivatives of the Zonal Momentum Equation

The derivation of the zonal mean zonal velocity equation is similar to the one presented in Holton and Hakim (2013), except that the advection and vertical eddy flux, which were neglected in their study, are retained in this study. In addition, since the zonal mean is taken within a bounded region (such as the Indian Ocean) rather than over the whole globe, the influences from the western and the eastern boundaries are considered.

The zonal momentum equation in isobaric coordinates is

\[
\frac{Du}{Dt} - (f+\beta y)v + \frac{\partial \Phi}{\partial x} = X, \tag{A1}
\]

where \(u\) and \(v\) are the zonal and meridional velocities, \(f\) is the Coriolis parameter, \(\beta = df/dy\), \(\Phi\) is the geopotential, \(X\) is the residual term, and \(D/Dt = \partial/\partial t + u \partial/\partial x + v \partial/\partial y + \omega \partial/\partial p\). Using the continuity equation \(\partial u/\partial x + \partial v/\partial y + \partial \omega/\partial p = 0\), the flux form of the material derivative of \(u\) is

\[
\frac{Du}{Dt} = \frac{\partial u}{\partial t} + \frac{\partial u^2}{\partial x} + \frac{\partial uv}{\partial y} + \frac{\partial \omega}{\partial p}. \tag{A2}
\]

Taking the zonal average within a domain \(\bar{X} = \int L^2 dx\), where \(L\) is the zonal length of the region, \(W\) denotes the western boundary, and \(E\) denotes the eastern boundary, one has

\[
\overline{\frac{Du}{Dt}} = \frac{\partial \bar{u}}{\partial t} + \frac{\partial \bar{u}^2}{\partial x} + \frac{\partial \bar{uv}}{\partial y} + \frac{\partial \bar{\omega}}{\partial p}. \tag{A3}
\]

All variables in Eq. (A3) are written as the zonal mean within the region (rather than the global zonal mean) and the deviation from the zonal mean (i.e., \(u = \bar{u} + u'\)). Then, one has \(\bar{u} = 0\), \(\bar{v} = \bar{\pi} + \bar{u}'\bar{v}'\), and \(\partial \bar{u}'/\partial x = L^{-1}(u'_E - u'_W) = L^{-1}\Delta(u')\), where \(\Delta\) denotes the difference between the values at the eastern and the western boundaries. Thus, Eq. (A3) becomes

\[
\overline{\frac{Du}{Dt}} = \frac{\partial \bar{u}}{\partial t} + \frac{\partial (u')}{\bar{L}} + \frac{\partial (\bar{u}'\bar{v}')}{\partial y} + \frac{\partial \bar{\omega}}{\partial p}\bar{L}. \tag{A4}
\]

The regional zonal mean of the continuity equation yields

\[
\frac{\partial \bar{v}}{\partial y} + \frac{\partial \bar{\sigma}}{\partial p} = -\frac{\Delta u'}{\bar{L}}. \tag{A5}
\]

Plugging Eq. (A5) into Eq. (A4), one has

\[
\overline{\frac{Du}{Dt}} = \overline{D/Dt} \bar{u} + \frac{\partial (u')}{\partial y} + \frac{\partial \bar{u}'\bar{v}'}{\partial p} + \frac{\bar{\pi} \Delta \bar{u}' + \Delta (u')}{\bar{L}}, \tag{A6}
\]

where \(\overline{D/Dt} = \partial/\partial t + \bar{u}' \partial/\partial x + \bar{\omega}' \partial/\partial p\). Using Eq. (A6), the zonal mean of Eq. (A1) within a domain is written as

\[
\overline{\frac{D}{Dt}} \bar{u} + \frac{\partial (u')}{\partial y} + \frac{\partial \bar{u}'\bar{v}'}{\partial p} + \frac{\bar{\pi} \Delta \bar{u}' + \Delta (u')}{\bar{L}} - (f + \beta y)\bar{v} + \frac{\partial \Phi}{\partial x} = \bar{X}. \tag{A7}
\]

Thus, the zonal mean tendency of zonal velocity becomes

\[
\frac{\partial \bar{u}}{\partial t} = -\left(\frac{\partial}{\partial y} + \frac{\partial}{\partial p}\right)\bar{u} - (f + \beta y)\bar{v} - \frac{\partial}{\partial y}(\bar{u}'\bar{v}') - \frac{\partial}{\partial p}(\bar{u}'\bar{v}') - \frac{\bar{\pi} \Delta \bar{u}' + \Delta (u')}{\bar{L}} + \bar{X}. \tag{A8}
\]
which is Eq. (3) in the main text. Taking the $y$ derivative of Eq. (A8), one has

\[
\frac{\partial}{\partial t} \left( \frac{\partial \tilde{u}}{\partial y} \right) = -\frac{\partial}{\partial y} \frac{\partial \tilde{u}}{\partial y} - \frac{\partial^3 \tilde{u}}{\partial y^3} - \frac{\partial}{\partial t} \frac{\partial \tilde{u}}{\partial y} - \frac{\partial^3 \tilde{u}}{\partial y^3} 
- (f + \beta y) \frac{\partial \tilde{u}}{\partial y} - \frac{\partial^3 \bar{u}}{\partial y^3} - \frac{\partial^3 \bar{u}}{\partial y^3} 
- \frac{\partial}{\partial y} \left( \Delta (u_\alpha + \Phi) \right) + \frac{\partial X}{\partial y}, \quad (A9)
\]

which is Eq. (4) in the main text.
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