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ABSTRACT

Temperature seasonality, the difference between summer and winter temperatures in mid–high latitudes, is an important component of the climate. Whether humans have had detectable influences on changing surface temperature seasonality at scales smaller than the subcontinental scale, where humans are directly impacted, is not clear. In this study, the first detection and attribution analysis of changes in temperature seasonality in China has been carried out. Detection and attribution of both summer and winter temperatures were also conducted, with careful consideration of observational uncertainty and the inconsistency between observation and model simulations induced by the long coastline and country border in China. The results show that the response to external forcings is robustly detectable in the spatiotemporal pattern of weakening seasonality and in that of warming winter temperature, although models may have underestimated the observed changes. The response to external forcings is detectable and consistent with the observed change in summer temperature averaged over China. Human influences are detectable in changes in seasonality and summer and winter temperatures, most robustly in winter, and these influences can be separated from those of natural forcing when averaged over China. The recent increase in summer temperature was found to be due to external forcings, and the warming hiatus in winter temperature from 1998 to 2013 was due to a statistically significant cooling trend induced by internal variability. These results will give insights into the understanding of the warming hiatus in China, as well as the hot summers and cold winters in recent years.

1. Introduction

The annual cycle is the dominant component for many climate variables outside the tropics. The annual cycle of surface temperature is extremely large, accounting for up to more than 90% of the total variance in mid–high-latitude land areas (e.g., Thomson 1995; Qian et al. 2011; Qian and Zhang 2015). Changes in the amplitude of the annual cycle (also known as seasonality or the annual range) of land surface temperature have been reported and are gaining increasing interest from instrumental research (Thomson 1995; Mann and Park 1996; Wallace and Osborn 2002; Braganza et al. 2003; Jones et al. 2003; Stine et al. 2009; Qian et al. 2011; Drost and Karoly 2012; Stine and Huybers 2012; Qian and Zhang 2015; Cornes et al. 2017), tree-ring reconstruction (Duan et al. 2017), and future projections (Dwyer et al. 2012; Yettella and England 2018). Changes in temperature seasonality are regarded as an important indicator of global climate change (Braganza et al. 2003), can affect the estimation of climate trends and variability (Qian et al. 2011), and have been suggested to be important in paleoclimatology (e.g., Andreaason and Schmitz 2000; Jones et al. 2003).

A distinct feature in observational data is that this seasonality is weakening in Northern Hemispheric mid–high latitudes, except near the Mediterranean region, where it has been strengthening since the 1950s (Stine et al. 2009; Qian and Zhang 2015). Human influence on the weakening in the temperature seasonality in the Northern Hemisphere from 1950 to 2005 has been detected, particularly in the high latitudes (50°–70°N) and East Asia, and the overall spatiotemporal pattern of phase 5 of the Coupled Model Intercomparison Project (CMIP5) model-simulated response to external and
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anthropogenic forcings is consistent with the observed changes as revealed through the optimal fingerprinting technique (Qian and Zhang 2015). To date, however, no optimal fingerprinting detection study has been performed with respect to the changing temperature seasonality of regions with a spatial scale smaller than that of the subcontinent, such as a particular country. Therefore, whether humans have had detectable influences at this scale is unclear. Detection and attribution at the regional scale, where humans are directly vulnerable to climate change, is more practical but also much more difficult than on the global scale because of a smaller signal-to-noise ratio (which makes the signal more difficult to detect) and the lower reliability of model-simulated internal variability as well as the response to forcings (Bindoff et al. 2013).

China is one of the ideal countries for studying human influences on changes in temperature seasonality, since it is located in the midlatitude temperate zone, where the annual cycle dominates the variance of the temperature record and a significant linear decrease in its temperature seasonality of 4.6% for the period 1961–2007 has been identified (Qian et al. 2011). China is also one of the largest carbon dioxide emitting countries. Human influences on China’s average annual mean temperature since 1950 have been detected by the optimal fingerprinting approach (Zhang et al. 2006; Xu et al. 2015; Sun et al. 2016; Zhao et al. 2016).

Changes in temperature seasonality manifest as differing warming rates between summer and winter temperatures. For example, when winter mean temperature increased more quickly than summer mean temperature in northern high latitudes (50°–70°N) and East Asia from 1950 to 2005, the seasonality weakened (Qian and Zhang, 2015). However, Cohen et al. (2012) noted that from 1987 to 2010 global temperatures experienced significant warming trends for all seasons except winter, during which cooling trends manifested across large regions of eastern North America and northern Eurasia. They suggested that the global warming hiatus (or “slowdown”) in the last decade or so is a seasonal phenomenon that is largely associated with anomalously cold Northern Hemisphere winter land surface temperatures, and this was later confirmed by Li et al. (2015a). They analyzed five datasets that showed that the global mean temperature warming hiatus between 1998 and 2012 was strongly influenced by a pronounced Northern Hemisphere mid-latitude winter cooling trend.

China is located in the midlatitudes and the warming hiatus in winter temperature in China is also reflected in the analysis periods 1993–2007 (Qian et al. 2011), 1998–2012 (Li et al. 2015b), and 1998–2013 (Duan and Xiao 2015; Chen and Zhai 2017; Xie et al. 2017). By arbitrarily configuring start and end years, Chen and Zhai (2017) revealed a “vantage hiatus period” in eastern China from 1998 to 2013 in daily minimum temperature, particularly during early to midwinter. Through analyzing changes in the temperature seasonality, Qian et al. (2011) suggested that the global dimming–brightening transition (Wild et al. 2005) in China associated with decadal change in surface solar radiation may help explain the decadal transition in summer and winter temperatures. By examining the variability of the temperature over different time scales, Xie et al. (2017) suggested that the recent warming hiatus was mainly associated with a downward change of decadal variability and tried to connect it to changes in atmospheric circulation. By employing the “circulation analog” method (Yiou et al. 2007), Chen and Zhai (2017) suggested that dynamic effects were fully responsible for occurrences of cold winters after 1998. Although the authors of these studies tried to explain the decadal transition in winter temperature, the roles of natural variability and human influence in the winter warming hiatus in China’s average temperature after 1998 are still not clear, because surface solar radiation and atmospheric circulation may both be affected by natural variability and human influences in the Anthropocene. For example, Gillett and Fyfe (2013) found a significant strengthening of the northern annular mode in response to increasing greenhouse gases in the CMIP5 ensemble. Therefore, we need to take advantage of detection and attribution analysis.

The present study aims to carry out the first detection and attribution analysis of changes in the temperature seasonality in China. The result will also give us insights for understanding the role of human influences and natural variability in changes in summer and winter temperatures, the winter warming hiatus in China, and related hot summers and cold winters in the last decade or so. We will also introduce a method to deal with the long coastline and country border in China, and thus to make observations and model simulations as comparable as possible.

The remainder of the paper is organized as follows. Section 2 describes the observational and model-simulated data and the method to process and analyze these data, including the method to deal with the long coastline in China. Section 3 presents the observed and model-simulated changes in temperature seasonality and summer and winter mean temperatures, as well as the corresponding detection and attribution results, followed by an exploration of the role of external forcings and natural variability in these changes. After a brief discussion in section 4, we give a summary in section 5.
2. Data and methods

a. Data

1) Observations

Coastal grids in climate model simulations mix information from both the land and the ocean, while grids along national borders mix information from adjacent countries. Given that China has a long coastline and a long border that is shared with neighboring countries, a careful selection and treatment of datasets is necessary for a valid comparison of China-based land station observations with climate model simulations. To make observations and simulations as comparable as possible, we used the gridded monthly temperature anomalies data from HadCRUT4.6.0.0 (Moric et al. 2012) and the Climatic Research Unit gridded observational temperature dataset (CRUTEM4.6.0.0; Jones et al. 2012a,b) for the period 1950–2017. These data are on a $5^\circ \times 5^\circ$ latitude–longitude grid and are anomalies relative to the base period 1961–90 (Jones et al. 2012a,b). HadCRUT4.6.0.0 data have observations from both land and ocean, whereas CRUTEM4.6.0.0 data only have observations from land. Some coastal grids in China in the early period of HadCRUT4.6.0.0 have observations only from the ocean, which is also different from simulations. Therefore, we used CRUTEM4.6.0.0 data to mask the HadCRUT4.6.0.0 data first (referred to as the masked HadCRUT4.6.0.0 data herein), and thus the previously mentioned coastal grids in the early period are set as having missing values.

Station observations in China have inhomogeneity problems, especially because of the frequent relocation of stations. To take into account this problem, we also used the homogenized land-based temperature observations for the period 1960–2017 (Qian et al. 2019), updated from the China homogenized temperature (CHTM3.0) dataset (Li et al. 2016). This dataset was homogenized using the Multiple Analysis of Series for Homogenization method (Szentimrey 1999) and did not have missing values. It is referred to as CHTM4.0 in the following. There are 758 national Reference Climatic and Basic Meteorological Stations used in this study (Fig. 1), as in Qian et al. (2019). The results from this dataset were compared with those from the masked HadCRUT4.6.0.0 dataset. To determine the land portion for coastal grids, the National Centers for Environmental Prediction (NCEP)/National Oceanic and Atmospheric Administration (NOAA) land portion file at a resolution of $0.5^\circ \times 0.5^\circ$ was also used.

2) Climate model simulations

Model simulations are monthly mean near-surface air temperatures from the CMIP5 archive, as used in Qian and Zhang (2015, see their Table 1). We used historical simulations to estimate model-simulated temperature responses to six different external forcings; namely, natural and anthropogenic forcings combined (ALL), natural (NAT), anthropogenic (ANT), greenhouse gas (GHG), anthropogenic aerosol (AA), and land-use (LU) forcing only. We used preindustrial control simulations (piControl) to estimate natural internal climate variability in the detection and attribution analyses. Details of model information can be found in Qian and Zhang (2015). Since most of the CMIP5 historical simulations ended in 2005, the detection and attribution analyses were conducted for the period 1950–2005. To reconstruct the model-simulated response to historical ALL forcings to the latest years, simulations under the “medium” representative concentration pathways (RCP) scenario, that is, RCP4.5, for the period 2006–17 from available models, were used in this study.

b. Methods for the estimation of the annual cycle amplitude

Qian and Zhang (2015) showed that a simplified scheme using just half of the difference between the summer and winter mean temperature anomalies can well represent the change in the amplitude of the temperature annual cycle, since there is little difference in the decadal variability (after applying an 11-yr running mean) in the relevant anomaly time series from the simplified scheme and from the amplitude estimated
based on the annual cycle isolated by a temporally
local and adaptive filter, and their trends are almost
identical. Besides, the simplified scheme is much
more computationally economical than the filter-
based one in processing the large amount of model
data, and we are interested in changes in the ampli-
tude rather than the actual value of the amplitude.
Therefore, we used the simplified scheme as in Qian
and Zhang (2015) to compute the amplitude anomaly
for the subsequent analysis and simply refer to the
amplitude anomaly as “amplitude.” Summer is de-
named as June–August (JJA), while winter is defined
as December–February (DJF). The formula is as
follows:
\[ \text{amplitude} = \frac{T_{\text{JJA}} - T_{\text{DJF}}}{2}, \]
where \( T_{\text{JJA}} \) and \( T_{\text{DJF}} \) are temperature anomalies in the
current JJA and the following DJF, respectively.

c. Data preprocessing

To make the observations and simulations as com-
parable as possible and to make station observations
and HadCRUT4.6.0.0 data as comparable as possible,
we masked the gridded HadCRUT4.6.0.0 data twice,
first by CRUTEM4.6.0.0, as previously mentioned, and
then by a China mask (see step (2) below), and then
used them to mask simulations. Detailed steps are as
follows:

1) Anomalies were calculated for each station and grid
point of simulations by removing the relevant
monthly mean values over the base period 1961–90,
as was done in HadCRUT4.6.0.0. To some degree,
this corrects the systematic bias in the model-
simulated climatology. The reason for calculating
anomalies first before regridding is to be consistent
with CRUTEM4.6.0.0, as explained in Qian and
Zhang (2015), since there are elevation differences
among stations.

2) The anomalies from the station observations
were gridded into the same 5° × 5° grid boxes as
HadCRUT4.6.0.0 by simply averaging the available
station data within a 5° × 5° grid box. For coastal
grids, only those with a land portion larger than 60%,
which is calculated based on the NCEP/NOAA land
portion file, were included in this study in order to
make station observations and HadCRUT4.6.0.0 as
comparable as possible. This mask is referred to
as the China mask (Fig. 1). The anomalies from
simulations were also regridded to this common
HadCRUT4.6.0.0 grid and then masked twice, as
previously mentioned, to mimic availability of the
CRUTEM4.6.0.0 data in China.

3) The detection and attribution analyses were con-
ducted for China-averaged annual cycle amplitudes,
and for summer temperature anomalies and winter
temperature anomalies separately. The China-
averaged variables were obtained by the grid-
area weighted-average method, in which the cosine
of the latitude of each 5° × 5° grid box was used as
the weight (Jones and Hulme 1996). While the
temporal evolution of the average over the whole
of China may provide a better signal-to-noise ratio,
further analysis with finer spatial patterns im-
proves confidence in the results of the detection.
Therefore, we further computed area-weighted
averages of the three variables over smaller land
regions (Fig. 1) using the same method (Jones and
Hulme 1996) as the China-averaged variables and
conducted the detection analyses for (i) two space
dimensions (2-zone hereafter), including northern
China (north of 35°N) and southern China (south
of 35°N); and (ii) four space dimensions (4-area
hereafter), including northwestern China (NW),
northeastern China (NE), southwestern China
(SW) and southeastern China (SE), divided by
35°N and 105°E. The names of these four areas do
not necessarily align well with geopolitical bound-
aries and are used for ease of reference. In such a
way, the 2-zone and 4-area cases input increasingly
finer spatial patterns in Eq. (2) than the China-
averaged case.

4) The methods of generating the forced response and
natural internal climate variability used in the de-
tection and attribution analyses are the same as in
Qian and Zhang (2015). Briefly, multimodel ensem-
ble means (MMEs), obtained by first computing
individual model ensemble means and then averag-
ing across available models, both using the arithmetic
mean, were used to represent a relevant forced
response. This gives equal weights for different
models and avoids models with larger numbers of
ensemble members dominating the statistics of the
MME. Besides, piControl simulations, which we
have checked and found no apparent climate drifts,
were divided into multiple nonoverlapping 56-yr
segments, with the last segments discarded if shorter
than 56 years. There were a total of 234 56-yr
segments. Each segment was treated to mimic a
1950–2005 time series and processed using the above
steps 1–3.

d. Methods for detection and attribution

We conducted detection and attribution analyses by
using a total least squares–based optimal fingerprinting
approach (Allen and Stott 2003) with a regularized
covariance estimate (Ribes et al. 2009, 2013) on non-overlapping 5-yr mean values over large regions, as described in section 3c. This statistical model takes noise in the response patterns into consideration:

\[ y = \sum_{i=1}^{m} (x_i - \nu_i) \beta_i + \epsilon, \]  

where \( y \) is the spatiotemporal observation vector; \( x_i \) is the \( i \)th model-simulated response pattern from finite ensemble members and is, therefore, contained with sampling noise \( \nu_i \); \( m \) is the number of signals, which in one-signal detection is 1 and in two-signal joint detection is 2, as conducted in this study; \( \beta_i \) is the \( i \)th scaling factor to be estimated; and \( \epsilon \) is the noise in the observations.

We conducted one-signal detection for ALL, ANT, GHG, AA, and LU, respectively, and two-signal joint detection for ANT and NAT. We divided the 234 piControl segments into two halves for optimization and for uncertainty analysis, respectively. We applied temporal centering, achieved by removing the mean over the full period, to all the variables prior to input into Eq. (2); the formula takes into account noise in all variables proposed by Allen and Stott (2003) for computing confidence intervals of \( \beta \), and a Monte Carlo–based residual consistency test scheme (Ribes et al. 2013) was used. If \( \beta_i \) is significantly greater than 0 (10% two-sided test), a signal is detected in the observations. Further, if its 90% confidence intervals include 1, the model-simulated response is consistent with the observed changes.

e. Reconstructions of model-simulated response to ALL forcings and internal variability

Since the model-simulated response may overestimate or underestimate the observations because of different equilibrium climate sensitivities in different models (Flato et al. 2013), although the spatial and/or temporal pattern of the response is correct, the observationally constrained forced response is estimated here by multiplying the ALL forcings responses scaling factor obtained from our one-signal detection to best match the observed variations in the variable (Allen and Stott 2003). The difference between this reconstructed response to ALL forcings and the observations is then regarded as internal variability. This method is similar to that used in Frankcombe et al. (2015), except the scaling used here is based on the optimal fingerprinting approach, and is argued more reliable than those from the simple linear detrending or the removal of raw multimodel mean (Frankcombe et al. 2015). To calculate the relative contribution, we also estimated the attributable trend by the ordinary least squares trends of the relevant signal multiplying corresponding scaling factors.

3. Results

a. Comparison between HadCRUT4.6.0.0 and CHTM4.0

Figure 2a shows that China area-averaged anomalies of the amplitude of the annual cycle based on masked HadCRUT4.6.0.0 data are very close to those based on CHTM4.0 for the same period, 1960–2016, as are the anomalies of summer mean temperature and winter mean temperature (Fig. 2b). These results indicate that the masked HadCRUT4.6.0.0 dataset is suitable for the analysis in this study, although the number of stations in China used in the HadCRUT4.6.0.0 dataset is smaller than that in the CHTM4.0 dataset. Besides, the HadCRUT4.6.0.0 dataset includes ocean information.
for coastal grids and information from neighboring countries for border grids, which is more consistent with the model simulations than the CHTM4.0 dataset. In addition, the former dataset is longer than the latter one. Therefore, we used the masked HadCRUT4.6.0.0 dataset for the observations in the subsequent analysis. Based on this dataset, we obtained the linear trends in the anomalies of amplitude, summer mean temperature and winter mean temperature for the period 1950–2004 (1950–2016) as $-0.15^\circ\text{C}\ \text{decade}^{-1}$, $-0.089^\circ\text{C}\ \text{decade}^{-1}$, $0.10^\circ\text{C}\ \text{decade}^{-1}$, $0.17^\circ\text{C}\ \text{decade}^{-1}$, and $0.39^\circ\text{C}\ \text{decade}^{-1}$, respectively; these trends are statistically significant at the 5% level.

**b. Spatial and temporal pattern of the observations and model-simulation responses**

It should be noted that the number of available stations in China within the CRUTEM4.6.0.0 dataset is much larger than that within the CRUTEM4.2.0.0 dataset used in Qian and Zhang (2015) for the same period; thus, the spatial patterns in Fig. 3 differ noticeably compared with the counterparts in Fig. 2 of Qian and Zhang (2015) in terms of the China domain,
although the analysis periods and methods are exactly the same.

Figure 3a shows that the observed amplitude has a decreasing trend almost everywhere in China, statistically significant in the majority of northern and eastern China and with the magnitude basically larger in the north than in the south. This characteristic corresponds to a faster warming in winter than in summer (Figs. 3b,c) and a faster warming in the north than in the south in winter (Fig. 3c). The trend in summer has spatial differences, with parts of southeastern China having a cooling trend and statistically significant warming mostly in the northern border of China (Fig. 3b), whereas winter has warmed everywhere, statistically significant in the majority of northern China, parts of eastern China and southwestern China (Fig. 3c). The model-simulated response pattern under ALL forcings is somewhat similar to the observed changes, especially the decreasing amplitude (Fig. 3d), the warming summer (Fig. 3e) and stronger winter warming (Fig. 3f) in northern China. But, the magnitudes of the response are much weaker for the amplitude and winter warming than those in the observation (Figs. 3a,d,c,f).

China-averaged temporal evolutions of the 5-yr mean anomaly of the three variables are shown in Fig. 4. Visual inspection reveals that the observed data generally lie in the 5th–95th percentile range of the CMIP5 simulations (Figs. 4a–c), implying that the current climate models have the capacity to roughly capture the observed changes, especially in summer mean temperature (Fig. 4b). Model-simulated responses are more consistent with the observations when the ANT forcing is included, although model-simulated responses under ALL forcings are smaller than the observations (Figs. 4a,c), except for the good agreement for summer mean temperature (Fig. 4b). The simulated amplitude is still much smaller than the observed changes even with the new version of CRUTEM data and excluding the ocean grids in this study compared with the East Asia case shown in Qian and Zhang (2015); this indicates that the underestimation in East Asia is primarily due not to observational uncertainty or land–sea difference but to the underestimation of warming in winter temperature.
(Fig. 4c). For individual anthropogenic forcings, only GHG forcing causes a slight weakening seasonality; the effect of AA or LU forcing has no apparent trend (Fig. 4d). However, the effect of GHG and AA forcing is strong in summer mean temperature and winter mean temperature changes, with the response under GHG forcing stronger than the observed warming and canceled out partly by the cooling effect of the AA forcing for both seasons (Figs. 4e,f). LU forcing has a slight cooling effect on summer and winter mean temperatures (Figs. 4e,f). Then, the question that naturally follows is whether the influences of these forcing components can be detected. This question will be answered in the next section.

c. Detection and attribution

The results of one-signal detection for ALL, ANT, GHG, AA, and LU forcing, respectively, are shown in Fig. 5. The influence of AA or LU forcing cannot be detected; thus, it is not shown in Fig. 5. The results show that the response to ALL forcing is robustly detectable in the spatiotemporal pattern of amplitude and in that of winter mean temperature, although models may have underestimated the observed changes for one, two and four dimensions. The response to ALL forcing can be detected in summer mean temperature for one and two dimensions, and is consistent with the observed change, but not for four dimensions. If we only use the six models that conducted ANT simulations (ALL6) to do the detection analysis, the results are the same for summer and winter mean temperatures. The results of ANT forcing are also the same as ALL forcing for these two variables. For the amplitude, however, the response to ALL6 cannot be detected for the one-dimensional case, though the response to ANT forcing can be detected for the two- and four-dimensional cases and is consistent with the observed change for the four-dimensional case. As to the response to GHG forcing, it can be detected in summer mean temperature for the two- and four-dimensional cases but not for one dimension, suggesting that the GHG effect can be detected but not very robustly. In addition, model-simulated responses to GHG forcing in this season are larger than the observed changes, as scaling factors are smaller than unity, which is understandable considering the cooling effect of aerosol forcing. In contrast, GHG forcing can be robustly detected in the spatiotemporal pattern of winter mean temperature for the one-, two-, and four-dimensional cases and is consistent with the observed changes. The varying detection results among different signals or different spatial configurations of regions indicate the detection result becomes less robust at such a scale.

We further investigated the spatial pattern of the model-simulated response to the detectable ANT and GHG forcing (Fig. 6). Although the signal of GHG forcing is detected in summer and winter temperatures but not in the amplitude, we still show the response of the amplitude to GHG forcing in Fig. 6 for comparison. The response pattern to ANT forcing shows decreasing trends in the amplitude in most grids (Fig. 6a) and warming trends everywhere for both summer and winter mean temperatures (Figs. 6b,c), with stronger warming in the north than in the south for the winter case (Fig. 6c). These patterns resemble the observed changes (Figs. 3a–c). As to the response pattern to GHG forcing, northeastern and southwestern China show decreasing amplitudes in most grids, but trends in northwestern and southeastern China are not consistent with the observations (Figs. 6d and 3a); both summer and winter mean temperatures show warming trends everywhere (Figs. 6e,f) and stronger warming in the north than in the south in winter (Fig. 6f), but the magnitude in summer is stronger than that in the observation, especially in northwestern China (Figs. 6e and 3b), whereas it is weaker than the observations in the north in winter (Figs. 6f and 3c).

In an attempt to separate model-simulated responses to ANT and NAT forcings in the observations, we conducted two-signal joint detection analysis with these two signals. The models used in this analysis are the same six models that conducted ANT simulations. The result (Fig. 7) shows that the response to ANT forcing
may be separated from that to NAT forcing in a one-dimensional analysis for the amplitude, in both one- and two-dimensional analyses for summer mean temperature, and in the spatiotemporal pattern for winter mean temperature. In addition, the response to ANT forcing is underestimated for the amplitude and winter mean temperature but is consistent with the counterpart in the observations for summer mean temperature.

To calculate the relative contributions of the detectable forcings to the observed changes in China-averaged variables, we estimated the attributable trends (Fig. 8). According to the one-signal detection result, ALL forcings contributed approximately 66% (from $0.16 \pm 0.05$°C decade$^{-1}$) of the observed change in the amplitude, almost 100% (0.07°–0.13°C decade$^{-1}$) in summer mean temperature, and 74% (0.20°–0.37°C decade$^{-1}$) in winter mean temperature. According to the two-signal joint detection result with ANT and NAT forcing, ANT forcing contributed approximately 142% (from $1.32 \pm 0.10$°C decade$^{-1}$) of the observed change in the amplitude, 107% (0.06°–0.15°C decade$^{-1}$) in summer mean temperature, and almost 100% (0.27°–0.53°C decade$^{-1}$) in winter mean temperature. The contribution from NAT forcing is relatively small for all three variables.

d. Reconstructions of forced responses and internal variability

We further extended the reconstructed forced response to external forcings and the corresponding internal variability to recent years (2006–16) to see their roles in recent decadal change (Fig. 9). Since separate reconstructions for winter and summer temperatures will provide better insight, and since the scaling factor of the amplitude is more uncertain than those of winter and summer temperatures, this analysis was not conducted for amplitude. The results suggest that the recent
increase in summer mean temperature is due to the external forcings (including the hiatus period, 1998–2013, for which the trend is 0.28 °C decade$^{-1}$ and statistically insignificant in the observation, and that of the response to external forcings is 0.24 °C decade$^{-1}$ and statistically significant at the 1% level), as is the temporary cooling in the 1950s and early 1960s (Fig. 9a). The trend of the response to internal variability during 1998–2013 is trivial (0.04 °C decade$^{-1}$), even taking into account the uncertainty of the scaling factor (up to 0.11 °C decade$^{-1}$) (Fig. 9a). In contrast, the recent warming hiatus in observed winter mean temperature from 1998 to 2013 (−0.58 °C decade$^{-1}$, not significant) is due to the cooling trend (−1.32 °C decade$^{-1}$, significant at the 5% level) induced by internal variability, while the external forcings still drive the temperature toward an overall warming tendency over this period (0.74 °C decade$^{-1}$, significant at the 1% level) (Fig. 9b). Taking into account the uncertainty of the scaling factor, the conclusion remains the same, with the magnitude of the cooling trend induced by internal variability during 1998–2013 ranging from −1.54 °C decade$^{-1}$ (significant at the 5% level) to −1.10 °C decade$^{-1}$ (significant at the 5% level) (Fig. 9b). Besides, the warming hiatus after 1998 in winter mean temperature has not recovered even if the end year for the trend calculation is 2016 (0.03 °C decade$^{-1}$ for the period 1998–2016, not significant), and is seen as a platform also because of the cooling trend (−0.81 °C decade$^{-1}$, significant at the 10% level) induced by internal variability (Fig. 9b).

4. Discussion

As explained in Qian and Zhang (2015), the amplitude is the difference between the summer and winter mean temperatures, and the signals that exist in both seasons are of the same sign (Figs. 6e,f); therefore, the difference between them would have a much-reduced magnitude. Additionally, the variability in the amplitude is also larger than that in both the summer and winter mean temperature. Consequently, the signal-to-noise ratio in the amplitude should be smaller, resulting in a less robust detection for the amplitude and a more uncertain (i.e., larger uncertainty bound) estimate of the scaling factor. This is clearly shown in Figs. 5 and 7. The warming hiatus in winter temperature in China from 1998 to 2013, although not statistically significant, as revealed in this study, was found to be due to a statistically significant cooling trend induced by internal variability. This finding is similar to Imada et al. (2017), who suggested that the recent enhanced seasonal temperature contrast (increased summer temperature while decreased winter temperature) in Japan during 1999–2010 was mainly been induced by atmospheric anomalies responding to decadal La Niña–like conditions in the tropical Pacific. They analyzed the outputs of 100 ensemble simulations of historical and counterfactual nonwarming climate simulations conducted using a high-resolution atmospheric general circulation model (AGCM). In their counterfactual nonwarming climate simulation, negative anomalies in 500-hPa geopotential height occupied East Asia in cold seasons (their Fig. 7f) in association with decadal La Niña–like conditions.
As reviewed in the introduction, a warming hiatus in winter temperature manifested across large regions of midlatitude Eurasia. Mori et al. (2014) showed that a warm Arctic and cold Eurasia pattern, a distinct intrinsic mode of atmospheric variability independent of Arctic Oscillation and representing temperature variations associated with the sea ice concentration (SIC) in the Barents–Kara Sea region, is associated with cold winter temperature anomalies in midlatitude East Asia, including northern and eastern China (their Figs. 2b,d). Mori et al. (2019) further analyzed seven state-of-the-art AGCMs driven by historical sea surface temperature and SIC data and found that all the models capture the observed structure of the forced surface temperature response to sea ice loss in the Barents–Kara Seas—including Eurasian cooling—but its magnitude is systematically underestimated. After correcting this underestimation, they concluded that approximately 44% of the central Eurasian cooling trend for 1995–2014 is attributable to sea ice loss in the Barents–Kara Seas—including Eurasian cooling—but its magnitude is systematically underestimated. After correcting this underestimation, they concluded that approximately 44% of the central Eurasian cooling trend for 1995–2014 is attributable to sea ice loss in the Barents–Kara Seas. The detailed physical processes related to the internal variability that induced the warming hiatus in winter temperature in China deserve further study but are beyond the scope of this paper.

It should also be noted that the RCP scenarios in CMIP5 models focused on anthropogenic emissions and did not have observed volcanic and solar forcings for much of the period after 2000 (Folland et al. 2018). However, the sun has gone into a quieter phase since about 2004 (Schmidt et al. 2014); and barring a major volcanic eruption, RCP4.5 forcings are unlikely to diverge strongly from reality (see Box 9.2 of Flato et al. 2013). Nevertheless, the warming hiatus in China is at least not induced by human influences.

5. Summary

We carried out the first detection and attribution analysis of changes in temperature seasonality in China by the optimal fingerprinting approach. External forcings were robustly detected in the spatiotemporal pattern of changing seasonality, although the model-simulated response was weaker than observed. Anthropogenic forcing can also be detected in two dimensions and four dimensions, and the response to ANT forcing can be separated from that of the NAT forcing when averaged over China. Through detection and attribution analysis of both summer and winter mean temperatures, we found that the model-simulated response to ALL and to ANT forcing in summer mean temperature can be detected and are consistent with the observation when averaged over China, the latter of which can be separated from that of NAT forcing, and that the model-simulated response to ALL and to ANT forcing in winter mean temperature can be robustly detected in the spatiotemporal pattern in China, the latter of which can be separated from that of NAT forcing, although the simulated magnitudes are all weaker than observed. Through adjustment of the response to external forcings, we found the recent increase in summer mean temperature was due to external forcings, and the warming hiatus in winter temperature from 1998 to 2013 was due to a statistically significant cooling trend induced by the internal variability overwhelming the warming trend induced by external forcings.
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