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ABSTRACT

This study compares the tropical intraseasonal oscillation (TISO) variability in the Geophysical Fluid Dynamics Laboratory (GFDL) coupled general circulation model (CGCM) and the stand-alone atmospheric general circulation model (AGCM). For the AGCM simulation, the sea surface temperatures (SSTs) were specified using those from the CGCM simulation. This was done so that any differences in the TISO that emerged from the two simulations could be attributed to the coupling process and not to a difference in the mean background state. The comparison focused on analysis of the rainfall, 200-mb velocity potential, and 850-mb zonal wind data from the two simulations, for both summer and winter periods, and included comparisons to analogous diagnostics using NCEP–NCAR reanalysis and Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP) rainfall data.

The results of the analysis showed three principal differences in the TISO variability between the coupled and uncoupled simulations. The first was that the CGCM showed an improvement in the spatial variability associated with the TISO mode, particularly for boreal summer. Specifically, the AGCM exhibited almost no TISO variability in the Indian Ocean during boreal summer—a common shortcoming among AGCMs. The CGCM, on the other hand, did show a considerable enhancement in TISO variability in this region for this season. The second was that the wavenumber–frequency spectra of the AGCM exhibited an unrealistic peak in variability at low wavenumbers (1–3, depending on the variable) and about 3 cycles yr$^{-1}$ (cpy). This unrealistic peak of variability was absent in the CGCM, which otherwise tended to show good agreement with the observations. The third difference was that the AGCM showed a less realistic phase lag between the TISO-related convection and SST anomalies. In particular, the CGCM exhibited a near-quadrature relation between precipitation and SST anomalies, which is consistent with observations, while the phase lag was reduced in the AGCM by about 1.5 pentads (~1 week). The implications of the above results, including those for the notions of "perfect SST" and "two tier" experiments, are discussed, as are the caveats associated with the study’s modeling framework and analysis.

1. Introduction

The dominant form of intraseasonal variability occurring in the tropical atmosphere is associated with what is often referred to as the intraseasonal oscillation (ISO) or Madden–Julian oscillation (MJO; e.g., Madden and Julian 1971, 1994). In recent years, the interaction of the MJO/ISO and the near-surface ocean has become an increasingly important consideration with regard to our understanding of both weather and climate and our ability to simulate them. This is due to the MJO/ISO’s extensive interactions with other components of our weather/climate system, in conjunction with evidence that air–sea coupling may play an important role in defining the characteristics of the MJO/ISO. In terms of the former, the onset and break activity of the Asian–Australian monsoon system is strongly influenced by the propagation and evolution of MJO/ISO events (e.g., Hendon and Liebmann 1990a,b; Lau and Chan 1986b; Yasunari 1980). The development of persistent North Pacific circulation anomalies during boreal winter, and their influence on extreme precipitation events along the western United States, has been linked to the evolution...
and eastward progression of convective anomalies associated with the MJO/ISO (e.g., Higgins and Mo 1997; Higgins et al. 2000; Higgins and Schubert 1996; Jones 2000; Lau and Phillips 1986; Liebmann and Hartmann 1984; Mo and Higgins 1998b,c; Weickmann 1983; Weickmann et al. 1985). Similarly, MJO/ISO convective activity has been linked to Northern Hemisphere (NH) summertime precipitation variability over Mexico and South America as well as to austral wintertime circulation anomalies over the Pacific–South American sector (e.g., Jones and Schemm 2000; Mo 2000; Mo and Higgins 1998a; Nogues-Paegle and Mo 1997; Paegle et al. 2000). Studies have also shown that particular phases of the MJO are more favorable to the development of tropical storms/hurricanes in both the Atlantic and Pacific sectors (Higgins and Shi 2001; Maloney and Hartmann 2000a,b). Finally, the passage of MJO events over the western Pacific Ocean has been found to significantly modify the thermocline structure in the equatorial Pacific Ocean via its connection to westerly wind bursts (e.g., Hendon et al. 1998; Kessler et al. 1995; McPhaden et al. 1988; McPhaden and Taft 1988). This latter interaction has even been suggested to play an important role in triggering variations in El Niño–Southern Oscillation (ENSO; e.g., Kessler and Kleeman 2000; Kessler et al. 1995; Lau and Chan 1986a; Weickmann 1991).

It is important to point out at this stage that in regard to most of the processes and interactions highlighted above, the character of atmospheric intraseasonal variability is strongly dependent on season (Wang and Rui 1990; Jones et al. 2004). In the Northern Hemisphere winter, the dominant form of intraseasonal variability is most often referred to as the MJO (e.g., Hendon and Salby 1994). The canonical feature of the MJO involves large-scale convective anomalies that propagate eastward from the Indian Ocean, across the Maritime Continent and western Pacific, and into the South Pacific convergence zone (SPCZ). In contrast, the NH summertime intraseasonal variability, which has recently been most often referred to as the ISO to distinguish it from the MJO, involves large-scale convective events that appear to propagate northeastward from the Indian Ocean across Southeast Asia, into the northwestern tropical Pacific Ocean (Krishnamurti and Arduin 1980; Sikka and Gadgil 1980), although the details of this propagation are more complex than suggested here (Kemball-Cook and Wang 2001; Annamalai and Slingo 2001). To help avoid confusion in regard to the above naming conventions and their implications for seasonality, we will, henceforth, refer to the combined form of intraseasonal variability that these two modes (e.g., MJO and ISO) represent as the tropical intraseasonal oscillation (TISO). Moreover, when referring to tropical intraseasonal variability that occurs during NH winter, we will either refer to this as the wintertime TISO or the MJO. Likewise, when referring to tropical intraseasonal variability that occurs during summer, we will either refer to this as summertime TISO or the ISO.

There is a growing interest in the role that sea surface temperatures (SSTs) may play in the simulation, maintenance, and propagation of the TISO. Most theoretical studies of the TISO have typically addressed the winter mode (i.e., MJO) and have assumed a background state in which SSTs remain fixed (Emanuel 1987; Neelin et al. 1987; Lau and Peng 1987; Chang and Lim 1988; Hendon 1988). Hence, coupled processes between TISO-modulated surface heat fluxes and the SSTs have not been accounted for. These theoretical studies have often had difficulties representing some of the salient features of the MJO (e.g., proper phase speed). In addition, general circulation model (GCM) studies of the MJO, which have most often been undertaken under conditions of specified SSTs, have indicated that obtaining realistic simulations of the TISO can be especially challenging at best and yet unattainable at worst (e.g., Slingo et al. 1996; Waliser et al. 2003a). Common shortcomings in terms of the TISO in AGCMs include weak intraseasonal variability, unrealistic phase speeds, poor seasonality, etc. Given the significant variability in surface heat fluxes and SSTs on intraseasonal time scales (e.g., Krishnamurti et al. 1988; Zhang 1996; Lau and Sui 1997; Jones et al. 1998; Hendon and Glick 1997), which appear to be TISO driven, this has led to the speculation that interactive SSTs may play an important role in the observed TISO and may in part be responsible for the poor simulation of TISO by AGCMs with fixed SSTs (e.g., Kawamura 1988; Jones and Weare 1996; Waliser 1996; Sperber et al. 1997).

Results from the Tropical Ocean Global Atmosphere Coupled Ocean–Atmosphere Response Experiment (TOGA COARE) (Webster and Lukas 1992) indicate that the variability in precipitation and cloud, to some degree, is strongly controlled by the MJO (Johnson 1995). Therefore, the MJO can regulate shortwave radiative heating in the ocean mixed layer via changing cloudiness. Strong turbulent mixing and entrainment as well as latent heat loss associated with westerly wind bursts during the wet phase of winter TISO may also result in considerable cooling of the mixed layer. From TOGA and other studies, it is now well established that on intraseasonal time scales, positive SST anomalies lead convective anomalies by about one-quarter of a degree, is strongly controlled by the MJO (Johnson 1995). Therefore, the MJO can regulate shortwave radiative heating in the ocean mixed layer via changing cloudiness. Strong turbulent mixing and entrainment as well as latent heat loss associated with westerly wind bursts during the wet phase of winter TISO may also result in considerable cooling of the mixed layer. From TOGA and other studies, it is now well established that on intraseasonal time scales, positive SST anomalies lead convective anomalies by about one-quarter of a period (e.g., Kawamura 1988; Nakazawa 1995; Zhang 1996; Jones et al. 1998; Shinoda and Hendon 1998; Shinoda et al. 1998; Woolnough et al. 2000). Meanwhile, precipitable water vapor and convective available potential energy tend to follow SST variation and lead convection anomalies (Chou et al. 1995; Fasullo and Webster 1995). Taken together, the results of these studies suggest that variation of SSTs on intraseasonal time scales have the potential to significantly impact the MJO and possibly provide a positive feedback (Lau et al. 1997; Jones et al. 1998) in which SST variations may strengthen the power of the oscillation and influence its
eastward propagation (e.g., Kawamura 1991; Li and Wang 1994; Waliser 1996; Jones and Weare 1996; Flatau et al. 1997; Lau and Sui 1997; Sperber et al. 1997). Similar analyses and arguments have been put forth regarding the summertime ISO (e.g., Vecchi and Harrison 2000; Kemball-Cook and Wang 2001; Sengupta and Ravichandran 2001; Sengupta et al. 2001).

At present, there are a number of modeling studies that explore the relationship between SST coupling and the TISO. Below, we highlight a few of the studies that are most obviously relevant to the work described here (see also Watterson 2002; Sobel and Gildor 2003; Malone and Kiehl 2002). By using a five-layer, idealized, R15 atmospheric model over an “aquaplanet” with a simplified surface energy budget and ocean mixed layer feedback, Flatau et al. (1997) discussed the feedback between SST changes produced by equatorial convection and the dynamics of the intraseasonal oscillation. They found that, while the uncoupled model produced relatively fast, incoherent MJO-like variability, the inclusion of interactive SSTs produced a more organized, stronger, and slower MJO. They suggest that this occurred as a result of positive SST anomalies to the east of the convective anomalies that served to destabilize the atmosphere by increasing the moist static energy.

Wang and Xie (1998) investigated the roles of the air–sea interaction in the warm pool in maintaining the MJO by emphasizing ocean mixed layer physics and thermodynamic coupling in a theoretical modeling study. As a result of coupling, the modeled MJO had a more realistic eastward propagation speed. This occurred due to a phase relationship between SST anomalies and MJO-induced convective anomalies, in that the former leads the latter by about a quarter cycle. Meanwhile, the positive SST anomalies were in phase with surface low pressure, which decreased the surface pressure and hence increased zonal wind convergence into the convective anomalies. Contrary to Flatau et al. (1997), without coupling to the ocean mixed layer, there were no unstable modes found in the modeled atmosphere.

Waliser et al. (1999b) found that when their AGCM was coupled to a slab of ocean mixed layer, the interactive SSTs had modest but important impacts in the simulation of the MJO, with the characteristics of the coupled model’s MJO being closer to those observed. These impacts included 1) the increased variability associated with the MJO, 2) the tendency for the time scales of modeled intraseasonal variability to be around those found in the observations, 3) a reduced eastward phase speed in the Eastern Hemisphere, and 4) an increased seasonal signature in the MJO with relatively more events occurring in the December–May period. They attributed the better simulation to the feedback with the SSTs. They suggested that the enhanced SSTs, forced by decreased latent heating and increased shortwave flux to the east of the positive convective anomalies, tended to reinforce the meridional convergence associated with the frictional wave-CISK mechanism working within the AGCM. This meridional convergence increased the moist static energy that acts to destabilize the model’s MJO.

Hendon (2000) explored the impact of air–sea coupling on the dynamics of the MJO in a GCM with coupling to a one-dimensional ocean mixed layer model. In that study, Hendon found that coupling had no significant influence on the simulation of the MJO. However, analysis of the model results showed that the simulated MJO-induced latent heat flux anomalies were relatively incoherent and did not exhibit the proper (i.e., observed) phase relationship relative to the convection, in part due to the model’s basic state. Thus, the latent heat flux anomalies did not constructively interact with the MJO-induced shortwave anomalies to produce the needed/observed systematic changes in the anomalous SST that in turn could influence the MJO. Thus, to some degree, this study’s findings highlight the necessity for a proper representation of the basic state when simulating the MJO rather than having implications on the SST–MJO coupling question directly. Additional important work in this area includes the studies by Inness and Slingo (2003) and Inness et al. (2003) that emphasize the basic state in terms of having westerly low-level zonal winds present in regions where eastward propagation is observed/expected (e.g., Indian and western Pacific Oceans).

In a recent study focusing on summertime TISO variability, Kemball-Cook et al. (2002) examined the simulation of the intraseasonal oscillation in the ECHAM-4 model and found a pronounced northward propagation of convection and circulation anomalies over the Indian Ocean in the May–June Asian monsoon season when the AGCM was coupled to the 2.5-layer ocean model, which is consistent with the observations. In concert with most of the studies above, this improvement was primarily due to air–sea interaction that acts to increase low-level convergence into the warmer SST anomalies ahead of the convective anomalies. However, the coupled model failed to produce the August–October observed northward propagation due to shortcomings in the basic state that is crucial for the emission of Rossby waves, while the uncoupled run did produce this northward propagation of convection anomalies since the SSTs were specified from the observations and therefore generated a realistic easterly vertical shear.

Wu et al. (2002) employed 10-member ensemble simulations with 10 different AGCMs forced with the same observed weekly SSTs but with different initial atmospheric conditions to explore the intraseasonal variability in the South Asian monsoon region during 1996–98. Apart from finding considerable differences in the ability of the models to capture the observed features of the TISO, they performed a case study of a particularly strong MJO event in the model and observed...
In the next section, a detailed description of the model observations to assess the realism of the model simulations. In addition, we compare the modeled results with observations from the previous studies described above. In particular, our objective is to investigate the sensitivity of the TISO to the coupled versus uncoupled SST condition. This includes an assessment of both NH summer and winter conditions (i.e., both the wintertime MJO and summertime ISO). To this end, we utilize the Geophysical Fluid Dynamics Laboratory (GFDL) GCM that has been shown to exhibit relatively robust intraseasonal variability (e.g., Waliser et al. 1999b). The results of their study provided further evidence that SST coupling was a necessary component in order to produce realistic northward-propagating TISO phenomena during boreal summer, including proper phasing relative to the convection and SST anomalies. In addition, they showed that the preference for northward propagation during boreal summer was tied to the nature of the boreal summer basic state in conjunction with coupled processes.

The goal of the present study is to continue to explore the role that the SST coupling plays in the simulations of the TISO. Due to our use of a fully coupled ocean GCM and the use of a model that has yet to be explored in regards to this phenomenon, our study extends those models highlighted above. In particular, our objective is to investigate the sensitivity of the TISO to the coupled versus uncoupled SST condition. This includes an assessment of both NH summer and winter conditions (i.e., both the wintertime MJO and summertime ISO). To this end, we utilize the Geophysical Fluid Dynamics Laboratory (GFDL) GCM that has been shown to exhibit relatively robust intraseasonal variability (e.g., Waliser et al. 2003a). From the resulting simulations, we examine the TISO variability in terms of strength, wavenumber–frequency spectrum, spatial and temporal evolution, phase relation to SST, etc. From this analysis, we determine whether the influences from the coupled SST on the TISO fall within any of the categories of results from the previous studies described above. In addition, we compare the modeled results with observations to assess the realism of the model simulations. In the next section, a detailed description of the model results will be presented. In section 3, the model results are to be presented. We summarize our study in section 4.

2. Model and experiments

Experiments used in our study include both the GFDL coupled GCM (CGCM) and AGCM. The atmospheric model, described in detail by Stern and Miyakoda (1995), is a global spectral GCM with T42 truncation and 18 sigma levels. Physical parameterizations in the atmospheric model include a bucket hydrology; orographic gravity wave drag; large-scale condensation; relaxed Arakawa–Schubert (RAS) convection; shallow convection; cloud prediction; radiative transfer (2-h averaged); stability dependent vertical eddy fluxes of heat, momentum, and moisture throughout the surface layer; planetary boundary layer; and free atmosphere and horizontal diffusion. The orography has been treated by a Gibbs oscillation reduction method.

The ocean model used is GFDL’s modular ocean model, version 1, MOM2, configured with a nearly global grid with realistic bottom topography and horizontal resolution of 1° latitude × 1° longitude except within the equatorial band of 10°N–10°S, where the meridional resolution is 1/3°. The vertical resolution is 15 unequally spaced levels, with most of the levels in the upper ocean above 500 m. Some of the key features of the physics include penetration of solar insolation to the ocean surface, Pacanowski–Philander vertical mixing, and constant horizontal mixing (Pacanowski 1995).

There are two types of simulations examined in the present study. The first simulation, the CGCM, is based on the GFDL atmosphere–ocean coupled GCM. These coupled sets of experiments were derived from six-member ensembles of the coupled ocean–atmosphere GCM predictions that were generated starting from 1 January (1 July) of each year from 1980 (1979) through 1997. Initial conditions for the ocean were produced by the GFDL ocean data assimilation system that uses the MOM2 ocean model, forced by observed wind stresses, and assimilated observed SSTs and subsurface thermal data. Atmospheric initial conditions were taken from six long-term integrations of the AGCM forced by the SSTs from the ocean data assimilation. Ensembles of six 1-yr CGCM predictions were initiated at each 1 January (1 July) by using each of the six AGCM solutions, to define the state of the atmosphere and land surface from 1980 (1979) through 1997. In this study, we use a single, arbitrarily chosen member from the six-member ensembles. The cases starting on 1 January (1 July) will be used for the boreal summer (winter) TISO analysis.

In the coupled simulation, the atmosphere is integrated for 2 h (with an 80-s time step), and then averages of these 2-h segments of wind stress, heat flux, and precipitation minus evaporation are used to force the ocean model. Then the ocean model is run for 2 h (with a 1-h time step) with averages of these 2-h segments of SST used in the subsequent integration of the atmos-
spheric model. The second simulation, the AGCM, is based on the GFDL's AGCM forced by the fixed daily SSTs obtained from the coupled model simulation discussed above.

From each set of simulations described above, we analyze daily mean values of velocity potential (VP) at 200 mb (VP200), zonal winds at 850 mb (U850), surface temperature, and precipitation. Note that the daily mean precipitation data are actually 18-h (0600–0000) means not 24-h means. The observational datasets used in this study include the global pentad Climate Prediction Center (CPC) Merged Analysis Precipitation (CMAP) constructed by Xie and Arkin on a 2.5° latitude × 2.5° longitude grid from 1979 to 2001 (e.g., Xie and Arkin 1997). We also employ 200-mb velocity potential, and 850-mb zonal winds from the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis (Kalnay et al. 1996). For each of the observed datasets, only the period from 1979 to 1997 is used for comparison to the model simulations. For the purpose of evaluating the TISO, the analysis is restricted to 30°N–30°S and in some cases includes 30–90-day filtering (hereafter referred to as filtered data) using a 101-point 30–90-day Lanczos filter (e.g., Duchon 1979). In order to distinguish and assess boreal summer and boreal winter TISO variability, summer (winter) in this study is defined to be May through October (November through April).

The purpose of our experiment design is to keep the daily SSTs the same between CGCM and AGCM. Thus, we rule out the influences from different background climate states in comparing the TISO to the coupled and uncoupled models (Waliser et al. 1999b). By comparing the CGCM with the AGCM, we can assess the importance of only the SST coupling in the simulation of the modeled TISO. However, it should be noted that while the daily SST values are the same, given the simulation framework described above, there is diurnal variability allowed over the ocean in the CGCM that is not included in the AGCM because of the use of specified daily SSTs. The shortcomings and caveats associated with this will be discussed in the summary. It should be noted that while the initial conditions for the corresponding AGCM and CGCM simulations are the same, it is this quantitative difference in the diurnal SST variability between the two simulations that allows them to evolve on different trajectories. Keep in mind that the analysis for a given simulation event is well removed from the initial start time of the integrations; for example, summer events are analyzed from simulations that started in January. Thus, any similarities in terms of the timing or nature of events from the two simulations derive from the boundary forcing and not the initial conditions.

3. Results

a. Mean climate

Figure 1 shows the 19-yr mean winter SST, rainfall, 200-mb VP, and 850-mb zonal wind from the CGCM simulation and observations. This figure indicates that the CGCM captures a number of global-scale features of the observed winter mean climate. For example, the distribution of the winter mean of precipitation for CGCM, as a whole, exhibits an extended west–east band south of the equator along with a generally correct wave-number-1 pattern in the 200-mb VP. However, apart from these global-scale features, the model does exhibit considerable systematic biases relative to the observations on basinwide and regional scales. The main difference is in the detailed structure of the rainfall band(s) in the tropical Pacific and the influence this has on the circulation in these regions. For example, the model displays no component of the ITCZ north of the equator in the Pacific Ocean, and the SPCZ extension is too long and runs too parallel to the equator. The second largest difference is probably the considerably stronger precipitation around the Maritime Continent and Andes in the model as compared to the observations. Finally, while the low-level wind pattern in the Eastern Hemisphere exhibits fairly good agreement with the observations, the pattern over the central and eastern Pacific is quite poor in relation to the observations. The above differences can be mostly attributed to the considerable biases in the CGCM SSTs, which include a more meridionally confined warm pool in the Indian Ocean and western Pacific sector, with the regions north of the equator being too cold by up to about 2°C. On the other hand, the CGCM SSTs in the central and eastern Pacific exhibit a considerable warm bias, with values ranging from about 2°C north of the equator to as high as 4°C on and to the south of the equator.

Figure 2 is the same as Fig. 1 except for the summer. In this case, the overall global-scale pattern of precipitation from the CGCM is similar to the observation, probably more so than for the winter case, although the modeled precipitation rate is considerably weaker (~30% or more) than the observed over much of the Tropics, particularly in the Indian Ocean (~50% or more; e.g., Kang et al. 2002; Waliser et al. 2003a). One notable discrepancy with observations is the tendency for the CGCM to precipitate heavily over land areas of the summer monsoons (e.g., Southeast Asia, Central America) and to precipitate too lightly over the nearby ocean regions. When considered together, the above regional discrepancies make for somewhat poor agreement in the Asian/Indian sector. Corresponding to the relatively weaker rainfall, particularly in the Eastern Hemisphere, the circulation as illustrated by the 200-mb VP and 850-mb zonal wind is weaker than the observed, but otherwise they exhibit somewhat realistic mean patterns. The slightly better model–data agreement for the atmospheric fields for the summer versus winter cases reflects the fact that the bias in the CGCM SSTs over the Tropics as a whole is considerably and uniformly smaller than for the winter case. The main discrepancy in SST is a warm (cold) bias of about 2°C in the eastern Pacific (southern Indian) Ocean.
Figure 1 shows the differences in the mean rainfall, 200-mb VP, and 850-mb zonal winds between the CGCM and AGCM for both winter and summer. Highlighted are the areas that are 95% statistically significant using a Student's t test. Note also that the contour intervals in Fig. 3 are half the values used in Figs. 1 and 2. The maps illustrate that the AGCM and CGCM seasonal means are virtually the same, and that the differences that do show up are quite small, limited in spatial extent, and/or in many cases remote from the principal region of interest. This result should not come as too much of a surprise given that both the coupled and uncoupled atmosphere were forced by the same SST. However, it is worth emphasizing that it also indicates that the coupling process itself did not influence the means nor were there any significant low-frequency rec-
tification effects onto the mean from time scales that did show sensitive to the coupling (i.e., TISO, see results below). Thus, based on Fig. 3, it can be concluded that the inclusion of interactive SSTs had little impact on the mean model climate, and therefore changes in TISO variability between the AGCM and CGCM can be attributed to the coupling itself rather than a change in the background state. Finally, in regards to the above model–data comparisons, and in particular their disagreement, it should be stressed that most of the variability associated with TISO occurs/originates in the Eastern Hemisphere, where there is relatively better model–data agreement. Moreover, the focus of this study is on the transient variability and not the mean, albeit they are related.

b. Intraseasonal variability

Figure 4 displays the spatial structure of the standard deviation of the filtered winter rainfall rate, 200-mb VP,
and 850-mb zonal winds derived from the CGCM experiments and the observations. The modeled 30–90-day rainfall variability in winter is mostly located just south of the equator over the tropical Indian Ocean, Maritime Continent, western and central Pacific, and South America. The magnitude of the variability is stronger than the observations, especially over the Maritime Continent and Indian Ocean. Not surprisingly, the standard deviation of modeled filtered 200-mb VP in winter is considerably stronger than the observed 200-mb VP; over the Indian Ocean and Maritime Continent, there is about a 20% increase. Similarly, the standard deviation of filtered 850-mb zonal winds for the model is about 50% stronger than the observations, especially over the subtropical southern Indian Ocean, Maritime Continent, and regions to the east of date line. As the patterns of variability at this time scale roughly mimic the seasonal mean patterns (i.e., Fig. 1), the errors in the spatial distribution largely result from the nontrivial errors in the basic state of the SST that were discussed above. Given that the maximum SSTs in the warm pool of the CGCM are rather comparable to the observed
values, it is not obvious why the intraseasonal variability is larger in the CGCM (and AGCM, see below) than the observations. Such enhanced intraseasonal variability was found in about 3 of the 10 models analyzed by Waliser et al. (2003a), one of which was the GFDL AGCM. Understanding which aspects of GCMs contribute to strong versus weak intraseasonal variability is presently an area of active research, and there is relatively little in the way of uniform answers/mechanisms (Waliser et al. 2003c). In general, the standard deviation of the above three quantities for winter from the AGCM (not shown) are found to be also quite similar to those from CGCM. The differences that do exist will be elaborated on below with more detailed analysis on the main phenomenon of interest, that is, the dominant TISO mode(s).

Figure 5 is the same as Fig. 4 except for the summer. Similar to the winter case, the filtered variability of the rain rate and 200-mb VP as well as the 850-mb zonal winds is considerably larger (~50%) than those of ob-
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servations, especially in the fields of the 200-mb VP and 850-mb zonal winds. From Figs. 4 and 5, it is seen that the model shows some capability at representing the seasonal modulation of the tropical intraseasonal variability, although not all features within a season are well represented. These discrepancies between the models and observations are not unexpected. However, since the major goal of the current study involves investigating how interactive SSTs affect the modeled TISO, the agreement between the modeled results and observations is not of the highest importance. With these considerations in mind, the results shown above indicate that the inclusion of interactive SSTs does not introduce dramatic changes in the spatial structure and magnitude of the model's generalized intraseasonal variability. However, as discussed in section 3d, the spatial structure of the model TISO (i.e., the dominant mode of intraseasonal variability) does undergo some important changes. It is noteworthy that, in each case illustrated above, these filtered standard deviation fields, to a certain extent, resemble their corresponding mean tropical structure indicated in Figs. 1 and 2. Therefore, the variability in these fields within this frequency range tends to be the largest where the mean values are largest and
vice versa. Compared with the winter case, the filtered variability from the AGCM simulation for summer (not shown) exhibits some modest differences from the CGCM. Again, the similarity between the CGCM and AGCM mean fields indicates that the changes in the features of the modeled TISO to be discussed in the following subsection are probably not the results of changes to the mean climate.

c. Power spectra

Figure 6 shows the mean wavenumber–frequency spectra of anomalous rainfall, the 200-mb VP from the CGCM (first column) and the AGCM (second column), and the corresponding observational results (third column). The data starting from July through the following June each year from 1979 through 1997 were used to compute winter (November–April) power spectra. Similarly, the data starting from January to December each year from 1980 to 1997 were used for the summer (May–October) power spectra. Before computing the spectra for a given year, a trapezoid window was applied in time, with the window equal to one over the season of interest (e.g., summer for the January starts). Thus, the winter (summer) spectra do tend to emphasize the
boreal winter (summer) periods. The above spectra were calculated for each year of the anomaly data (about the annual cycle), averaged between 10°N–10°S, and then the mean of the 19 (18) yr of winter (summer) spectra was computed. The upper (lower) two rows show the winter (summer) data. Positive frequency denotes that the wave propagates eastward while negative frequency denotes that the wave propagates westward.

For rainfall, the CGCM exhibits a broad peak at about 7 cycles per year (cpy) and wavenumbers 2–3. This is the case for both the winter (Fig. 6a) and summer (Fig. 6c). In general, the time and space scales of this TISO-like variability in rainfall agree well with the observations (third column), although the magnitude is slightly larger than for the observations, which is consistent with the comparisons in Figs. 4 and 5. Interestingly, the spectra for AGCM exhibits the same intraseasonal peak in variability as the CGCM, although there is an additional peak at about 3 cpy and wavenumbers 2–3. This additional peak does not appear to have an analog in the observations. The characteristics of the rainfall spectra described above, in regards to the agreement (disagreement) between the CGCM (AGCM) and the observations is even more pronounced in the 200-mb VP spectra (Figs. 5b and 5d), although the variability for the 200-mb VP is almost entirely confined to wavenumber 1.

Figure 7 highlights the above spectral results for wavenumber 1 only to illustrate that these differences between the CGCM and AGCM, at around 3 cpy, are statistically significant at a 95% confidence level for both summer and winter mode in terms of rainfall rate and the 200-mb VP. In summary, the spectral structures of the CGCM appear to be closer to observations than those from the AGCM, indicating that the interactive SSTs might play a role in helping to produce TISO variability with the time scales that are more consistent with those found in the observations (e.g., Waliser et al. 1999b).

d. TISO structure

In order to further examine the space–time structure of the TISO within the CGCM and the AGCM, the data are subject to an extended empirical orthogonal function (EEOF) analysis. The analysis is performed on the filtered pentad data for the tropical domain 32°N–32°S and 30°E–150°W. This region was selected since most of the variability in rainfall data associated with the TISO is found in this region (see Figs. 4 and 5). The EEOF analysis was applied, using temporal lags from −5 to +5 pentads, separately in the winter and summer data (see section 3c).

Figure 8 displays the spatial–temporal pattern for the first EEOF mode that depicts the characteristics of the typical cycle of the simulated winter and summer TISO for both the CGCM and the AGCM in terms of precipitation. To compactly illustrate the model–data comparison, lags from −5 and −4 pentads were averaged together (denoted as lag −5 − 4 pentads in Fig. 8), lags from −3 and −2 pentads were averaged together (denoted as lag −3 − 2 pentads), and so on. Thus, the maps shown in Fig. 8 are separated by two pentads (i.e., 10 days). The first mode for NH winter CGCM captures a little more variance (5.24%) of the time-lagged sequences of the filtered data than AGCM does (5.13%). The first mode for the NH summer CGCM and AGCM contains 4.0% and 3.24% of the variance, respectively. Shown in the maps in Fig. 8 is the general eastward (northeastward) propagation of the rainfall anomalies in the winter (summer) data, which is consistent with observed MJO (TISO) variability.

In order to better characterize the differences between the CGCM and AGCM simulations and compare them to the observations, composite TISO events are computed for each experiment and for the observations. These composites were constructed by averaging the filtered precipitation for all “events” that had an EEOF mode-1 time series amplitude greater than 1.0. Note that if time series had a sequence of values occurring above 1.0, then only the maximum value was used to indicate the event. The composite TISO events have a space–time structure similar to Fig. 8. These composites, and thus a comparison of life cycles of observed and modeled TISOs for the winter in terms of rainfall, are shown in Fig. 9. These winter composites include 38 events for the CGCM, 32 events for the AGCM, and 32 events for the observations. For the composite winter TISO events, the variability is mostly confined to the Eastern Hemisphere. For both models and observations, positive anomalies develop in the Indian Ocean, propagate eastward, and decay in the central and eastern equatorial Pacific. The amplitudes of the variability and phase speed of the propagation within the modeled composites are comparable to those of the observations. One of the most significant shortcomings in the model in regard to the winter TISO, however, is its relatively weak (strong) variability exhibited in the warm pool regions of western Pacific (Maritime Continent). It should be noted that the composite amplitude of the variations in precipitation is smaller than that associated with a typical TISO event, given the averaging process.

Figure 10 is the same as Fig. 9 except for NH summer periods. These summer composites include 45 events for the CGCM, 30 events for the AGCM, and 43 events for the observations. It is interesting to find that there is a 50% increase in the number of events in the simulations with the interactive SSTs for this case. The largest variations in the composites are mostly found over regions in the Northern Hemisphere tropical oceans for both simulations and the observations. One of the more striking features for summer TISO events is that the “waves” found in the Eastern Hemisphere have a northwest–southeast tilt. To a great extent, both the CGCM and the AGCM capture this salient property. In this regard, interactive SSTs may make no contribution
to this sort of tilt. Similar to the winter composites, the general eastward-propagating speeds in the two simulations are similar to those found in the observations. One of the largest differences between the two simulations is that the CGCM exhibits a larger variability in the eastern Indian Ocean than the AGCM, which agrees better with the observation. On the contrary, for the AGCM, the composite amplitudes over the central Pacific are bigger than those in the CGCM, which is less consistent with the observations. Thus, in regards to each of the above differences, the CGCM appears to exhibit more realistic TISO behavior.

To better highlight the features and differences described above, Fig. 11 shows standard deviation maps associated with the winter composites of the rainfall, 200-mb velocity potential, and 850-mb zonal winds for
Fig. 8. First mode EEOF of filtered (30–90 days) NH (a) winter (Nov–Apr) rain rate from the CGCM, (b) winter rain rate from the AGCM, (c) summer (May–Oct) rain rate from the CGCM, and (d) summer rain rate from the AGCM for the tropical domain (30\textdegree N–30\textdegree S, 30\textdegree E–150\textdegree W). Time lags extend from −25 to −20 days (i.e., −5 and −4 pentads averaged) at the top to +15 to +20 days (i.e., 3 and 4 pentads averaged) at the bottom. Sequential maps are separated by 10 days. Units are mm day\textsuperscript{−1}. See section 3d for details.

the CGCM (left) and the AGCM (right). In order to compare the modeled TISO to the observations, analogous maps for the observations for winter are shown in Fig. 12 (left). Both the CGCM and AGCM have a strong variation in terms of rainfall over the Indian Ocean and southern Maritime Continent regions and a relatively weak variation in the southern subtropical Pacific Ocean, while in the observations (Fig. 12) there is relatively strong variability in this latter region. This large difference is consistent with the results shown in Fig. 9. The strongest variability in the 200-mb VP derived from CGCM and AGCM, which is located over the southern Maritime Continent regions and Indian Ocean, is responsible for the strong variation of rainfall there. This spatial pattern is in excellent agreement with the observations. The spatial patterns of the standard deviation of the 850-mb zonal wind for both models are found to be similar to those found in the 200-mb VP.

Figure 13 is the same as Fig. 11 except for the summer case. The main feature to note here is that the region of strong intraseasonal rainfall variability in the AGCM is almost exclusively limited to the central Pacific Ocean, and there is virtually no intraseasonal variability in the Indian Ocean. This latter feature is a significant shortcoming of the AGCM but one that is rather common (Waliser et al. 2003a). In contrast, the CGCM exhibits considerably more rainfall variability in the Indian Ocean and overall exhibits much better agreement with observations in terms of the spatial extent/pattern of the rainfall variability in this region than is exhibited by the AGCM. The difference in the agreement with observations is even more pronounced for the 200-mb VP field. Both the CGCM and observations exhibit a variability maximum on either side of the Maritime Continent, while the AGCM only exhibits one maximum over the western Pacific. Similarly, the magnitude and pattern of variability in the 850-mb zonal wind in the Indian Ocean is somewhat better represented in the CGCM than in the AGCM, although the region of maximum variability in the CGCM in this region is shifted...
southward relative to the observations. Taken together, the analysis above indicates that the CGCM is better at reproducing the summertime rainfall variability in the warm pool regions, particularly the Indian Ocean, than the AGCM.

e. Phase relationships and event locking

To explore the roles of interactive SSTs on the TISO, especially in the regions with a large TISO signal, we investigate the phase relationships between SSTs and TISO in the two model simulations. The regions selected for examination are in the Indian Ocean and western Pacific Ocean where strong TISO variability is prevalent. These regions include the Indian Ocean (0°–15°N, 85°–105°E) and western Pacific Ocean (5°–20°N, 135°–150°E) for the summertime case, and the Indian Ocean (10°S–5°N, 80°–95°E) and western Pacific (10°S–5°N, 130°–145°E) for the wintertime case. For this analysis, the same events identified for inclusion in the 11-pentad TISO composites (Figs. 9 and 10) were used as the basis for calculating the phase relationships. Thus, for the CGCM summer case, there were 30 events identified (the lowest of any of the model/season cases). The spatial average, using the above regions, was computed for the selected events, each of which consists of 11 pentads (−5, . . ., +5 pentad lag). The lagged correlations were then computed from these values, and thus the zero-lag
calculation includes an \( N \) equal to 330. Note that even if one assumes that these samples are not all independent due to the rather fine 5-day resolution and reduces \( N \) by a factor of 2 or 3 to account for this, correlations as low as 0.25 are still significant at the 98% level.

Figure 14 shows the results of the lag correlation described above for precipitation and SST, for the selected Indian and western Pacific Ocean regions for both the summer and winter modes. As a general rule, positive SST anomalies lead positive precipitation anomalies in both CGCM and AGCM. In the CGCM, the lag associated with the maximum correlation (~0.7) is about 3 pentads, making the precipitation and SST anomalies in quadrature. This is consistent with observations and is expected because the suppressed (enhanced) convection condition acts to produce warm (cool) SST anomalies (e.g., Vecchi and Harrison 2000; Kemball-Cook and Wang 2001; Sengupta and Ravi-chandran 2001; Sengupta et al. 2001). It should be mentioned that composites of SST anomalies (not shown), analogous to those of rainfall in Figs. 9 and 10, show that the precipitation and SST anomalies are also in quadrature relative to their spatial orientation, and both propagate northeastward, with the SST leading.

For the AGCM, however, the lag between precipitation and SST anomalies is reduced by about 1–2 pentads (~1 week). This difference can be attributed to the different physical representations in the AGCM and CGCM. In the CGCM, the SST anomalies are produced by the TISO-modulated fluxes, whereby negative (pos-
itive) anomalies in latent heat flux and positive (negative) anomalies of shortwave radiation precede (occur in conjunction and after) the enhanced convection regime and give rise to positive (negative) SST anomalies. The atmospheric component of the system, namely, the convection, continually tries to adjust itself by moving the convection over a warm SST anomaly, the most favorable location, but in so doing causes the SST anomaly itself to propagate, which keeps the convection and SST in quadrature. On the other hand, in the AGCM, the TISO-modulated fluxes have no influence on the SST, although the anomalies are still present. The convection can thus adjust to a location where the SST is more favorable (i.e., nearly in phase) and then the two anomalies can still propagate together. The implications of this difference in phase lag, which amounts to a serious shortcoming in the AGCM, will be discussed in the summary.

To further illustrate the difference in phase relationships between TISO-related precipitation and SST variability illustrated in Fig. 14, as well as to investigate the degree to which the events in the AGCM are forced
via the imposed intraseasonal SST variations, we examine the extent to which the TISO events from the CGCM and AGCM simulations overlap in time. In order to develop a common reference time series for the identification of events and their relative timing, amplitude time series were constructed for both the AGCM and CGCM simulations and for each season, using the first mode EEOF structure from the AGCM simulations in one case and the EEOF structure from the CGCM in another case. It is necessary to use a common EEOF structure in this analysis since the TISO phasing (e.g., the location of the convection at say lag 0) is, not unexpectedly, represented differently in the CGCM and AGCM EEOF structures (see Fig. 8). The analysis was done with CGCM and AGCM EEOF structures separately just to ensure the results obtained were not dependent on the choice of the EEOF structure used to identify the TISO. As was done in section 3d, the events were identified from the time series maxima that had an amplitude greater than one standard deviation. Table 1 shows the number of events identified from each set of simulations, for each season, and delineated based

Fig. 12. Std dev of the composite TISO structure—see Fig. 9 and section 3d—for the NH (left) winter (Nov–Apr) and (right) summer (May–Oct) in terms of (a) rain rate, (b) VP200, and (c) U850 from the observations. The total number of TISO events is 32 for winter and 43 for summer. Units are the same as in Fig. 1.
on which EEOF (AGCM or CGCM) was used to identify the events. The values denoted with asterisks indicate the same TISO events used to construct the composites in section 3d.

The bar charts in Fig. 15 illustrate the results of the above analysis, with the upper (lower) panel showing the results for the case when the AGCM (CGCM) EEOF was used to identify TISO events. The bars indicate the number of CGCM and AGCM TISO events that appeared to be coincident, or nearly so, in time over the course of the two integrations, with the values on the x axis indicating the time lag between the “common” events; positive time lags indicate that the event in the AGCM simulation leads the event in the CGCM simulation. Note that only common events that occurred within the time lags shown are indicated on the figure. There are two important aspects to note about the results of this analysis. First, consistent with the lagged-correlation analysis described above, the events in the AGCM simulation that are in common with the CGCM events lead the latter by about 1–2 pentads. Second, of all the events that occurred in the two simulations (i.e., Table 1), a significant fraction of them are nearly coincident in time. For example, examining Fig. 15 (top),

---

**Fig. 13.** Same as in Fig. 11, except for the NH summer (May–Oct). The total number of TISO events is 45 for the CGCM and 30 for the AGCM.
Fig. 14. Lagged correlation diagrams between precipitation and SST averaged over selected regions of the TISO composite—see Fig. 8 and section 3d—from the CGCM (solid) and AGCM (dotted) during the (top) summer and (bottom) winter. Regions selected are denoted in the upper part of each panel. The lagged correlation is made based on the \( N \times 11 \) points of precipitation and SST averaged over the selected regions, where \( N \) is the number of TISO events identified from AGCM and CGCM simulations for both summer and winter. The values of \( N \) are 30, 45, 32, and 38 for AGCM summer, CGCM summer, AGCM winter, and CGCM winter, respectively. Also see Table 1.

The case in which the AGCM EEOF was used to identify the TISO events shows that approximately 15–20 events are nearly coincident between the AGCM and CGCM simulations, which from the upper two rows of Table 1 can be seen to represent about 50% of the TISO events of either simulation. A similar examination of Fig. 15 (bottom) and lower two rows of Table 1 shows in that case about 25–50% of the events in common. Either way, this indicates that there are a considerable number of TISO events that are nearly coincident in time in the CGCM and AGCM simulations.

It should be stressed that these coincident events do not stem from the CGCM and AGCM having identical initial conditions, given that summer (winter) TISO events are analyzed from integrations starting in January (July), but rather from their similar SST boundary conditions (see section 2 and discussion in the following section). This indicates that a large fraction of the TISO events in the AGCM simulation tend to be forced or at least organized by the anomalies in the SST boundary conditions. In addition, the size of the fraction provides some measure of, at least for this model, the sensitivity of TISO initiation and/or evolution to small variations in SST. In and of itself, the notion of having forced TISO events occur in the AGCM simulation is not problematic. In fact, in a forecast setting, it could be desirable. However, since they do not mimic the nature of

<table>
<thead>
<tr>
<th>EEOF from AGCM</th>
<th>CGCM</th>
<th>AGCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer</td>
<td>27</td>
<td>30*</td>
</tr>
<tr>
<td>Winter</td>
<td>33</td>
<td>32*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EEOF from CGCM</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer</td>
<td>45*</td>
<td>18</td>
</tr>
<tr>
<td>Winter</td>
<td>38*</td>
<td>28</td>
</tr>
</tbody>
</table>
the coupled events (e.g., phase lag), their utility in representing the observed TISO or serving as a proxy for the coupled model’s TISO is likely to be limited.

4. Summary and conclusions

There has been growing interest in investigating the impacts of SSTs on the atmospheric TISO. Over the last decade, a number of observational studies have indicated that air–sea interaction might play a role in maintaining the MJO (see references in the introduction). More recently, a number of numerical and theoretical modeling studies have explored this issue (see references in the introduction). The outcome of these studies has been highly model dependent, although most of them have supported the idea that the atmospheric TISO can be better simulated/represented when AGCMs include SST coupling. Given the model-dependent nature of the above results, their tendency to focus on either summer or winter seasons but not both, and, for the most part, their reliance on relatively simple ocean-coupling scenarios, this study attempts to extend this line of research by using a different GCM, a framework that includes a fully coupled AGCM and OGCM (i.e., CGCM) and an analysis of both summer and winter seasons. In particular, we use a recent version of the GFDL AGCM that has been shown to exhibit relatively robust intraseasonal variability (Waliser et al. 2003a). The TISO–SST coupling issue is explored by examining the TISO variability in the CGCM and comparing it to the TISO variability in the AGCM when forced with the daily SSTs from the CGCM simulation (see section
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2). This experimental design ensures that any differences associated with the TISO between the CGCM and AGCM stemmed only from the coupling and not a change in the background states.

The results show, as intended, that both the CGCM and AGCM produce nearly identical mean climates (Fig. 3). The spatial patterns of the models’ climatologies are in rough agreement with observations (Figs. 1 and 2), although there are a number of significant systematic biases associated with the model(s) that warrant caution in extending the results discussed below to the observed system (see section 3a; Figs. 1 and 2). In addition, both models exhibit intraseasonal variability that is about 30% stronger than the observations (Figs. 4 and 5), and while most characteristics of their intraseasonal variability are similar—and also in rough agreement with observations (see section 3b)—there are three noteworthy differences between the AGCM and CGCM simulations. The first of these is the presence of a significant but unrealistic peak in variability in the wavenumber frequency spectra of tropical rainfall, VP200, and U850 in the AGCM that is not evident in either the CGCM or the observations (Figs. 6 and 7). This peak of variability occurs at around wavenumbers 1–3 (depending on the variable) and 3 cpy.

The reason for the presence of this erroneous variability is unclear. Analysis was performed to try and understand the nature of this variability by filtering the individual 2D spectra computed from each year’s equatorial time–longitude data to only retain this part of the signal and then inverse transforming. Examination of the results (i.e., filtered equatorial time–longitude diagrams) revealed that there is significant interannual variability regarding this component of low-frequency variability in the AGCM. It is strongest in the region between the Indian Ocean and the eastern Pacific Ocean, with a couple of years having a maximum around the date line. There does not seem to be an obvious correlation to ENSO variability, with relatively high amounts of variability in VP200 in the winters (based on the simulations starting in July) of 1986, 1987, 1994, and 1997; modest amounts in 1984, 1993, and 1995; and nearly absent otherwise. There is a rough correspondence between rainfall and VP200 in this time–space scale, although a few more years seem to be relatively more active in rainfall than VP200. It seems likely that when the model is not run in coupled mode, there are elements of its adjustment process that cannot be accommodated in the same manner as when the system is fully coupled, and that the natural modes of its coupled and uncoupled variability might be different. The above result may not be entirely model dependent as a similar erroneous peak of variability was found in simulations using the NCEP AGCM that was not apparent in the CGCM counterpart (Wang et al. 2004). In that case, however, they are thought to arise from low-frequency variability in the observed specified SSTs, a possibility that is unlikely to account for the difference described here.

The second characteristic involves the spatial pattern of the variability in the principal TISO modes of the CGCM and AGCM—identified via extended empirical orthogonal function (EEOF) analysis. For the austral summer, both the CGCM and AGCM exhibit fairly realistic (too much) TISO variability in the Indian Ocean (Maritime Continent). In regard to the western Pacific, both models tend to underestimate the amount of TISO variability, although the CGCM does exhibit a modest enhancement/improvement over the AGCM (Figs. 11 and 12). For the boreal summer, both the CGCM and AGCM exhibit a fairly realistic amount of TISO variability in the northwestern tropical Pacific (Figs. 12 and 13). However, the AGCM, unlike the observations, exhibits almost no variability in the Indian Ocean. This shortcoming appears to be one of the most ubiquitous features in (fixed SST) AGCM representations of the boreal summer TISO (Waliser et al. 2003a). The CGCM, on the other hand, does show a significant improvement in the amount of variability exhibited in this region, suggesting that SST coupling may be one important process for proper simulation of this feature. Also noteworthy in regard to this portion of the analysis is that the CGCM exhibited 20% (50%) more strong TISO events during the austral (boreal) summer than the AGCM as identified via a threshold value (= one standard deviation) on the time series amplitude of the first EEOF mode. This is an indication that the coupling process may help to produce stronger and more organized events (e.g., Flatau et al. 1997; Waliser et al. 1999b).

The third notable difference between the TISO variability in the CGCM and AGCM simulations is that there is a considerable difference in the phase relationship between TISO anomalies of rainfall and SSTs (Figs. 14 and 15). In the CGCM simulation, there is a near-quadrature relation between TISO-related precipitation and SST anomalies, with the former lagging by about 3 pentads. This quadrature relationship is consistent with that found in observations (see citations in the introduction). In the AGCM, this lag is reduced by about 1.5 pentads, or about a week. This change in the phase relationship between rainfall and SSTs highlights the fundamental nature of the interactive SSTs and their relation to TISO convection anomalies. In the CGCM, and in the observations, the SST anomaly is produced by the TISO-modulated fluxes and continues to remain ahead of the convection in the region where positive ocean heating anomalies have been acting. As the TISO precipitation attempts to adjust to the new anomaly by propagating, the anomaly itself propagates. In contrast, in the AGCM case, the flux anomalies have no impact on the SST and the convection anomalies can move and stay in the SST regime that is more favorable (i.e., closer to the actual positive SST anomaly).

The difference in phase relationship between the
CGCM and AGCM strongly suggests that so-called “perfect SST” experiments (whereby observed SST is used in a hindcast setting) or “two tier” predictions (whereby a predicted SST from a coupled model is specified as a fixed boundary condition to an AGCM forecast; e.g., Goddard et al. 2001) should not be considered for performing extended-range weather and/or short-term climate hindcasts. In either case, such a framework would embed temporal and spatial phase errors into the large-scale tropical convection field, which, as discussed in the introduction, could impact the extratropics as well. In fact, the results here, as do those of Wu et al. (2002) and Fu and Wang (2004), indicate that there is no SST boundary condition other than a coupled one that will adequately depict the timing/evolution of the TISO relative to the intraseasonal SST anomalies. Moreover, the other two notable shortcomings mentioned above in regard to the AGCM’s representation of the TISO further warrant strong consideration for including interactive SSTs in weather/climate forecasts that hope to take full advantage of the slow variation and modulating effects of the MJO/ISO (e.g., Ferranti et al. 1990; Waliser et al. 1999a, 2003b,c,d; Jones et al. 2000; Hendon et al. 2000).

The discussion above has principally stressed three fundamental differences between the AGCM and CGCM TISO representations. For the wave-frequency spectra and phase relationship differences, the enhancements associated with coupling held for both the boreal summer and winter cases. However, for the improvement regarding the spatial variability associated with the TISO, it is not clear why the coupling impact was more evident for the boreal summer case. Or, put another way, why is the AGCM representation of the winter case less problematic in this regard than the summer case? Careful examination of Figs. 11 and 12 does show some enhancements in structure of the variability in upper-level velocity potential and low-level winds, mainly in the western/central Pacific and central/western Indian Ocean. However, the impact is very modest, and combined with the fact that the shortcoming found in the AGCM for boreal summer was identified as such a pervasive problem in a recent AGCM intercomparison study (Waliser et al. 2003a), only the boreal summer case was stressed here. Does this imply that coupling is more important for the boreal summer case? Considering the overall results from this study, and not just this one metric, one would clearly argue that coupling is important for both summer and winter seasons. However, even when considering the improvements associated with coupling highlighted here, and those cited in related studies, it still appears that coupling only leads to improvements in a TISO simulation that is already somewhat realistic. SST coupling will not likely produce a realistic TISO simulation from a nonexistent, very weak, or very poor AGCM simulation of the TISO as 1) the basic instability would still appear to lie within the atmosphere (Waliser et al. 1999b); 2) the magnitude/phasing of the surface flux perturbations associated with the MJO have to be properly represented, of which a large responsibility for this resides in the AGCM (e.g., Maloney and Kiehl 2002); and 3) the model’s basic state has been found to play an important role (e.g., Hendon, 2000; Kemball-Cook et al. 2002; Inness et al. 2003; Waliser et al. 2003a).

We would like to stress that the differences found in this study between the CGCM and AGCM are considerable under the condition that the SSTs were the same in the two model simulations. Again, this was done to ensure that any resulting changes in the TISO characteristics between the two models could be readily attributed to the coupling process working within the CGCM, rather than to the background climate of the two simulations or the SST perturbations. However, there is one important caveat that warrants discussion. As indicated in section 2, the SST variations in the CGCM included diurnal variations (2-h steps), while that for the AGCM used daily average SST values. Thus, it is possible that some of the differences in TISO variability noted above could stem from a rectification of the possibly enhanced diurnal variability in the CGCM, which was not present in the AGCM, onto the intraseasonal time scale. This could happen if the manner in which convective instability was acquired and released over the ocean differed in simulations that had modest differences in the amount of diurnal variability.

While diurnally resolving model output was not available for the models used in this study, we did examine the nature and size of the diurnal precipitation and SST variability in the equatorial Indian and western Pacific Oceans from the follow-on version to this model that was constructed to be a relatively close analog. Important to note is that the first few layers of the ocean model have a relatively similar structure, with the first layer having a thickness of about 10 m. For this model and in the warm pool regions, the SST fluctuations include diurnal variations on the order of ±0.1°C in the midst of intraseasonal fluctuations on the order of ±0.5°C. However, while the precipitation undergoes intraseasonal fluctuations on the order of ±20 mm day⁻¹, there are very few systematic diurnal variations associated with these diurnal SST fluctuations. Even during periods of suppressed TISO-related convection, when the SST fluctuations are quite clear and robust, the diurnal fluctuations in precipitation are very weak (∼±1 mm day⁻¹). Thus, while it cannot be ruled out that the difference in diurnal nature of the SSTs in the two experiments could have influenced their differences at the TISO time scale, the possibility seems unlikely.

Finally, it was our hope that a third, intermediary simulation could have been performed whereby the SSTs for the AGCM simulation would have had the intraseasonal variability removed. Such a simulation would have been useful to determine how such SST variability, whether coupled or not, might influence the overall amount of TISO variability and the phase speed
of the TISO propagation (e.g., Flatau et al. 1997; Wang and Xie 1998; Waliser et al. 1999b). Unfortunately, the supercomputer with which this (now obsolete) version of the model was compatible was decommissioned before this simulation could be performed, and while attempts were made to make the source code compatible with the new platform, it was not possible to do within the scope and time frame of this study.
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