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ABSTRACT

The direct response of the cold-season atmospheric circulation to the Arctic sea ice loss is estimated from observed sea ice concentration (SIC) and an atmospheric reanalysis, assuming that the atmospheric response to the long-term sea ice loss is the same as that to interannual pan-Arctic SIC fluctuations with identical spatial patterns. No large-scale relationship with previous interannual SIC fluctuations is found in October and November, but a negative North Atlantic Oscillation (NAO)/Arctic Oscillation follows the pan-Arctic SIC fluctuations from December to March. The signal is field significant in the stratosphere in December, and in the troposphere and tropopause thereafter. However, multiple regressions indicate that the stratospheric December signal is largely due to concomitant Siberian snow-cover anomalies. On the other hand, the tropospheric January–March NAO signals can be unambiguously attributed to SIC variability, with an Iceland high approaching 45 m at 500 hPa, a 2°C surface air warming in northeastern Canada, and a modulation of blocking activity in the North Atlantic sector. In March, a 1°C northern Europe cooling is also attributed to SIC. An SIC impact on the warm Arctic–cold Eurasia pattern is only found in February in relation to January SIC. Extrapolating the most robust results suggests that, in the absence of other forcings, the SIC loss between 1979 and 2016 would have induced a 2°–3°C decade⁻¹ winter warming in northeastern North America and a 40–60 m decade⁻¹ increase in the height of the Iceland high, if linearity and perpetual winter conditions could be assumed.

1. Introduction

The Arctic Ocean has shown remarkable changes in recent decades, as the surface air temperature has risen 2 times faster than the global average, and the Arctic sea ice extent and thickness have strongly declined (Richter-Menge and Mathis 2017). Although internally generated variability may have substantially contributed to the Arctic sea ice loss (Screen et al. 2014), these trends are expected to continue in response to increasing greenhouse gas concentration, eventually yielding a summer ice-free Arctic (e.g., Liu et al. 2013). The Arctic sea ice decline has strong local impacts on the atmosphere, but its influence on the lower latitudes remains debated (Cohen et al. 2014; Walsh 2014; Barnes and Screen 2015; Blackport et al. 2019) because of their large internal variability and the other factors that influence it, such as greenhouse gases and aerosols.

Because forcing can be specified, simulations with atmospheric general circulation models (AGCMs) have been used to investigate the impact of the sea ice loss. However, the signal-to-noise ratio is small, requiring large ensembles to estimate it (Screen et al. 2014). Further, models have mean state biases that may affect the simulated response (Smith et al. 2017). While the near-surface warming and surface flux response to the sea ice retreat are well established (e.g., Kim et al. 2014), the response is less robust for midlatitude linkages. For instance, Perlwitz et al. (2015) found in two AGCMs that the large-scale response to the sea ice decline was small in October–December. Screen et al. (2014) also
found little response in autumn, but in their study one model (among two) simulated a winter response projecting onto the positive phase of the North Atlantic Oscillation (NAO)/Arctic Oscillation (AO). Besides, a negative NAO/AO-like response via a stratospheric pathway was found in some studies (Peings and Magnúsdóttir 2014; Kim et al. 2014; Sun et al. 2015; Nakamura et al. 2015; Zhang et al. 2018), while a NAO response via a tropospheric pathway whose polarity depends on sea ice loss magnitude was found by Petoukhov and Semenov (2010), and no significant response was reported in McCusker et al. (2016) and Peings (2019).

Coupled climate models show a broadly consistent negative AO-like equilibrium response to sea ice loss (e.g., Deser et al. 2015; Blackport and Kushner 2017; Smith et al. 2017; Screen et al. 2018), yet McCusker et al. (2017) found no significant impact of recent sea ice changes on the Eurasian temperature, unlike that expected from an AO response. The retreat of the Arctic sea ice edge predicted for the end of the twenty-first century should warm and moisten the high-latitude atmosphere and decrease the equator-to-pole lower-tropospheric temperature gradient, weakening and shifting equatorward the westerlies (e.g., Deser et al. 2015; Ronalds et al. 2018). Conversely, the warming in the tropical mid- and high troposphere associated with a decline of the moist adiabatic lapse rate is projected to increase the equator-to-pole temperature gradient as the climate warms (Bony et al. 2006), leading to opposing influences of sea ice and greenhouse gases on the atmospheric circulation (e.g., Oudar et al. 2017; Blackport and Kushner 2017; Sun et al. 2018).

Given the short length of observations, the substantial internal variability of the atmospheric circulation, and possible nonstationarity (Kolstad and Screen 2019), the impact of the sea ice decline is difficult to estimate empirically, and causality is hard to establish. Several studies have suggested that Arctic sea ice loss and Arctic amplification increase the likelihood of persistent weather patterns and cold extremes during winter (e.g., Francis and Vavrus 2012; Vavrus et al. 2017), but the hypothesized mechanisms and the robustness of these findings have been questioned (e.g., Screen and Simmonds 2013; Wallace et al. 2014), and cause and effect were not always distinguished. In addition, the impacts of the different forcings on the cold extremes were not separated [see the review by Cohen et al. (2014); Walsh 2014]. Yet, it remains desirable to establish observational constraints on the model findings and single out the impact of sea ice loss using observations alone.

Here, we attempt to establish the atmospheric response to the long-term Arctic sea ice loss based on the premise that, in view of the short atmospheric response time to SIC fluctuations (Deser et al. 2007; Frankignoul et al. 2014), the direct impact of the slow SIC decrease should be similar, albeit with different magnitude, to that of interannual SIC fluctuations with identical pan-Arctic spatial pattern. By direct impact we mean the atmospheric response to SIC changes with a relatively short response time (i.e., a few weeks to a couple months) as opposed to the indirect response that could be due to remote sea ice–driven changes in sea surface temperature or land surface state. A focus on the interannual SIC variability disentangles the SIC impact from the slower changes due to anthropogenic forcing. In addition, the response to interannual SIC fluctuations can be estimated with more confidence than their trend. This direct atmospheric response should be comparable to AMIP-type AGCM simulations forced by prescribed, time-varying sea ice fluctuations. It will not document the slow climate response to the sea ice loss, which involves various feedback and active coupling with the ocean and may take decades to reach quasi-equilibrium (Deser et al. 2015; Screen et al. 2018), but it should describe the atmospheric processes that initiate it.

Modeling studies indicate that the atmospheric response critically depends on the geographical location of the SIC changes, with opposing response to sea ice loss in the Atlantic and Pacific sectors (Sun et al. 2015; Kug et al. 2015; Pedersen et al. 2016; McKenna et al. 2018). As the response to pan-Arctic sea ice loss strongly differs from the cumulative effects of different regional sea ice losses (Screen 2017), we focus on the response to the interannual fluctuations of the amplitude of the pan-Arctic sea ice loss pattern in each calendar month. To distinguish between cause and effect, we use lag regression between SIC and the atmosphere, refining the analysis of Francis et al. (2009), Liu et al. (2012), Tang et al. (2013), and others, in that we consider the two-dimensional pattern of sea ice loss instead of the average or sum of sea ice–covered area. In addition, we use monthly data. Our analysis differs from regressing on area-averaged SIC in limited regions such as the Barents– Kara (BK) Seas (e.g., King et al. 2016; Yang et al. 2016; Zhang et al. 2018) or from maximum covariance analysis that emphasizes the SIC patterns of largest covariability with the atmosphere (Wu and Zhang 2010; Jaïser et al. 2012; Frankignoul et al. 2014; Handorf et al. 2015; García-Serrano et al. 2015, and many others), which differ from the long-term sea ice loss patterns. To ensure robust results, global or field statistical significance is estimated using the false discovery rate (Wilks 2016). This more powerful test leads to substantially fewer significant changes than the local tests used in most previous studies.

Direct attribution of the lag-regression results to SIC fluctuations requires that there be no synchronous interannual forcing by remote sources, such as sea surface forcing.
temperature (SST) and continental snow-cover anomalies, which may also influence the atmospheric circulation (e.g., Czaja and Frankignoul 2002; Handorf et al. 2015; Furtado et al. 2016; Gastineau et al. 2017). As SIC, SST, and snow cover may be affected by the same atmospheric fluctuations, and Arctic SIC changes are influenced by tropical teleconnections (e.g., Ding et al. 2014; Flourny et al. 2016), some covariability is expected. In addition, the quasi-biennial oscillation (QBO) may modulate the relationship between the NAO/AO and snow-cover variability (Peings et al. 2017). Hence, attribution should be based on multiple regressions.

We consider the atmospheric response to the sea ice loss during the cold season, from October to March, when the heat release by the sea ice loss into the lower atmosphere is largest and likely to have the strongest influence (Cohen et al. 2014; Taylor et al. 2018). It is also the season when the northern polar vortex develops and exhibits significant intraseasonal variability (Hardiman et al. 2010; Kidston et al. 2015). Data and methods are presented in section 2. The response to interannual sea ice loss fluctuations is estimated in section 3, and the direct impact of the Arctic SIC loss between 1979 and 2016 in section 4. A summary and discussion follow in section 5.

2. Data and methods

a. Observational data

Monthly SIC based on passive microwave measurements is obtained at 25-km resolution from the National Snow and Ice Data Center (NSIDC) from January 1979 to February 2017, using linear interpolation for December 1987 and January 1988, which have many missing days (Cavaliere et al. 1996). To reduce the spatial coverage, grid points where the SIC minimum is always >90% or the SIC maximum <1% in a given calendar month are omitted. SIC anomalies are obtained by subtracting their long-term monthly means. Monthly anomalies in sea level pressure (SLP), geopotential height at 500 (Z500), 200 (Z200), and 50 hPa (Z50), surface air temperature at 2 m (SAT), 1000–500-hPa thickness (ΔZ), and zonal wind at 700 (U700), 300 (U300), and 50 hPa (U50) are derived from ERA-Interim interpolated onto a 2° grid (Dee et al. 2011). Storm tracks monthly anomalies are calculated from the 2.5–6-day bandpass-filtered (Blackmon 1976) Z500 standard deviation. We also consider the number of blocking days in each month in 30°–75°N, using ERA-Interim and calculated following Scherrer et al. (2006), which is based on the reversal of the meridional gradient of the daily Z500, plus an additional criterion ensuring a westerly wind to the north of the block. Blocking days are identified when the two criteria are satisfied for 5 or more days (see Kwon et al. 2018). Monthly SST anomalies are taken from HadISST (Rayner et al. 2003). Weekly Northern Hemisphere continental snow cover is retrieved from the NOAA/Rutgers University Global Snow Laboratory (Robinson et al. 2012), then aggregated into monthly data. Following Naujokat (1986), the QBO index is defined by the zonal average in 4°S–4°N of the zonal wind at 30 hPa in ERA-Interim.

b. Methods

For each calendar month, an area-weighted empirical orthogonal function (EOF) analysis of the SIC anomalies provides the dominant SIC patterns and their time evolution, the principal components (PCs). In all months of interest here (July–February), the SIC decrease from 1979 to 2016 is well represented by the first EOF and PC (PC1) (Fig. 1), while the higher PCs are dominated by interannual to multidecadal fluctuations, except in February where PC2 contributes to the SIC decrease in the Labrador Sea. As illustrated in Fig. 1, the long-term sea ice retreat can be approximated by a quadratic polynomial in the period of reliable satellite observations. Subtracting the quadratic fit yields detrended time series (hereafter dPC1) that vary primarily on interannual time scale, with some decadal and longer fluctuations also visible (hereafter interannual fluctuations). It was verified that regressing the SIC anomalies, after removing a quadratic trend, onto the dPC1s provides nearly identical SIC patterns. All dPC1s are standardized, hence the estimated atmospheric signals have a magnitude representative of typical SIC variability. Because of inherent SIC persistence, the dPC1s of successive calendar months tend to be well correlated, though less so between December and January (correlation $r = 0.43$).

The atmospheric response to the interannual SIC fluctuations is estimated by lag regression onto the dPC1s, after a quadratic trend has been removed from the atmospheric variables, assuming that it does not substantially vary during the satellite observational period. We consider SIC leading the atmosphere by 1–3 months, consistent with the limited persistence of SIC anomalies and the typical 1–2-month atmospheric response time (Deser et al. 2007; Frankignoul et al. 2014). In-phase relations are likely dominated by the atmosphere forcing the SIC anomalies and are not given, although they also represent the fast, direct thermodynamical SAT response to SIC changes. Simultaneous regression is used to estimate the concomitant SST, QBO, and snow-cover fluctuations. The interannual SST anomalies are derived by removing the externally forced monthly SST signal given by an updated optimal perturbation filter based on linear inverse modeling (LIMopt, as recommended in Frankignoul et al. (2017)), then removing for consistency a quadratic trend (broadly similar results are obtained by
FIG. 1. (left) First EOF (%) and (right) PC for SIC during (top to bottom) October, November, December, and January. The percentage of explained variance is indicated. The red lines show the quadratic polynomial fit. Hatching indicates the areas where the minimum SIC is always larger than 90%.
only removing a quadratic trend). The interannual snow-cover and OBO fluctuations are obtained by removing quadratic trends, lacking more refined estimates of the externally forced signals, even though it might not be optimal in all areas. As there is little year-to-year correlation in the detrended atmospheric fields, statistical significance of the lag regressions is estimated at the 10% level using a two-sided Student’s t test with $n - 2$ degrees of freedom, where $n$ is the number of years in the regressions. The $t$ test is also used for the multiple regressions. It was verified that taking atmospheric persistence into account had a negligible impact on statistical significance, even in the stratosphere. Persistence is taken into account when estimating the degrees of freedom of synchronous relations between the dPC1s and SST and snow-cover anomalies. As in Bretherton et al. (1999), field significance is assessed by controlling the false discovery rate (FDR; Wilks 2016), a more powerful statistical test. For the atmospheric variables, we a priori focus on the northern extratropical latitudes and use a FDR level of 10% between 25° and 85°N (hereafter NH). This excludes the tropical latitudes that are strongly influenced by equatorial SST variability, which would lead to a very small signal-to-noise ratio, and the polar cap where grid spacing is very small with a 2° grid. The Southern Hemisphere is not considered, as we do not expect any rapid, direct impact of Arctic sea ice loss. We also consider the smaller 25°–70°N, 130°W–50°E domain, which includes most of North America and the Euro-Atlantic sector (hereafter NA-EA), thus documenting the important anomalies at a more regional scale. The FDR procedure is also applied to estimate the field significance of concomitant SIC anomalies in the tropics (20°S–20°N), near the equator (10°S–10°N), and in extratropical latitudes north of 20°N. For snow-cover anomalies, the FDR procedure is applied where the climatological snow cover is not larger than 98% or smaller than 2%, excluding the grid points where there is no snow for at least 12 consecutive months. This is separately done for the Northern Hemisphere and the Eurasian continent (0°–180°E). Last, the robustness of the multiple regressions was assessed by separately considering the two (short) halves of the records.

3. Cold-season atmospheric response to interannual sea ice loss fluctuations

a. Autumn

Lag regressions were computed for October and November on SIC leading by 1–3 months, thus regressing autumn atmospheric variables onto preceding months’ interannual SIC fluctuations, with dPC1 taken from July to October, depending on the lag. Although 10% local significance is found in a few areas, none of the tropospheric or stratospheric regressions is field significant in either month. Field significance is only found in few areas for near-surface temperature (SAT) in October, but it is lost in a bivariate regression that includes the concomitant snow-cover decrease in northeastern Asia (not shown). Hence, the large-scale atmospheric impact of the SIC loss is negligible in autumn.

b. Early winter (December)

The sea ice loss pattern in November displays a substantial SIC decrease in the BK Seas and smaller reduction in the Chukchi Sea, the Labrador Sea, and Hudson Bay (Fig. 1). In December, as illustrated for Z50, Z500, and SLP (Fig. 2, left), the atmospheric signal regressed onto November dPC1 (lag 1) is equivalent barotropic, broadly resembling a negative phase of the NAO (NAO−). However, there is only field significance in the stratosphere (Z50 and U50), where the polar vortex weakens, near the tropopause (Z200), and in the upper troposphere (U300). Only local significance is found below. The strong stratospheric signal and weak lower-tropospheric anomalies in December would be consistent with a signal originating in the stratosphere, as there is less downward wave or zonal-mean coupling between stratosphere and troposphere in November–December (Shaw et al. 2010), and descending into the troposphere in January. However, before suggesting that the SIC influence originates in the stratosphere, it must be verified that the signals are not due to other synchronous forcings.

To establish if there is concomitant boundary forcing, the November SST and snow-cover anomalies are regressed onto November dPC1. There is a tropical Pacific cooling that resembles La Niña, a weaker cooling in the western Indian Ocean, the eastern North Pacific, and the subtropical North Atlantic, and warming in the equatorial Atlantic, the eastern North Atlantic, and the western Pacific (Fig. 3, top). Only the eastern Atlantic SST anomalies are field significant, but all equatorial anomalies, albeit very similar, become field significant if the interannual SST anomalies are defined by only removing quadratic trends without first removing the forced signal described in section 2. There is also a large, locally significant, concomitant snow-cover increase in southeastern Siberia and a weak decrease in northeastern America. The synchronous SST and snow-cover anomalies may reflect that they were driven by atmospheric fluctuations that also affected the SIC, as is likely for the Scandinavian pattern or Ural blocking, which influence Siberian snow and BK Seas SIC (Gastineau et al. 2017; Peings 2019). Although the origin of the synchronous
changes is of interest, we only focus on distinguishing their impact on the atmospheric circulation from that of the SIC fluctuations.

To perform the multiple regressions, we construct SST and snow-cover indices for the key regions in Fig. 3, taking into account their sign. Because of the limited sample (38 years), the number of regressors must be limited. Also, regressors that are too highly correlated with each other must be avoided to limit collinearity. Yet, the patterns associated with the selected indices may still have similarities, and they are often moderately correlated. However, such correlation is explicitly represented in the multiple regressions, which is one of its main advantages. A first SST index is the averaged SST
anomaly in the eastern equatorial Pacific (5°N–5°S, 180°–80°W) with the reverse sign. It is anticorrelated with the Niño-3.4 index (thus a La Niña index). Regressions of the SST anomalies on the La Niña index indicate that it also represents very well the tropical Indian cooling (correlation coefficient reaching 0.6), and much of the tropical Atlantic and western equatorial Pacific warming in Fig. 3, so that it is representative of the concomitant SST anomalies in the whole tropics. It also represents the North Pacific anomalies and the eastern North Atlantic warming (see Fig. S1 in the online supplemental material). Nonetheless, because the latter is field significant in Fig. 3, a second SST index (correlated with the first one, $r = 0.35$) is considered, namely the average SST anomaly in the eastern North Atlantic domain (35°–50°N, 30°–10°W). It can be shown that this index represents very well the North Atlantic horseshoe SST anomaly, which is a main summer and autumn SST mode. For snow cover, we consider the area-averaged snow-cover anomaly in southeastern Siberia (45°–55°N, 105°–130°E), which is also correlated to a small snow-cover decrease in northeastern North America, so that an additional snow-cover index is not needed. Gastineau et al. (2017) found that southeastern Siberian snow-cover anomalies were preceded by a strong anticyclone over the northern coast of Siberia and a smaller one over northeastern United States (their Fig. 10a), which might explain the opposite polarity of these snow cover anomalies. The three indices are standardized and combined with dPC1 to form a set of four regressors. The multicollinarity is moderate, with variance inflation factors (VIFs; Kendall 1946) $\leq 2.4$. The VIF is the factor by which the variance of a univariate regression coefficient is increased by considering the other regressors. Judge et al. (1988) state that only VIFs larger than 5, thus much larger than in the present study, are signs of severe multicollinearity and would lead to highly variable parameter estimators. Although local significance is found in a few small domains in the lag regressions on the eastern North Atlantic SST index, the regressed signals are small and none of them is field significant for any variable and lag (not shown), even though the North Atlantic SST anomaly is field significant in Fig. 3 (perhaps because both SIC and SST were affected by the same atmospheric fluctuations). Hence, our multiple regression model is unnecessarily complex. Without further screening, we omit the North Atlantic index, which substantially reduces the multicollinearity ($\text{VIF} \leq 1.5$). The regressed signals remain very similar, but statistical significance generally increases for the regressions on the SIC index and, to a lesser extent, snow cover, while the regressions on the eastern equatorial Pacific SST index are unaltered. We only focus on the results of the model with three regressors. Although there is a weak synchronous anticorrelation ($-0.26$) between November dPC1 and the QBO, adding the QBO index as an additional regressor in the multiple regressions has a negligible influence on the regression coefficients of the original three regressors. This holds for all the multiple regressions discussed below, suggesting no obvious interference between the sea ice loss and the QBO.

Interestingly, the multiple regressions (Fig. 4, top) indicate that the field significant stratospheric signal in December (Fig. 2, top left) is due to the Siberian snow-cover increase, while the SST and SIC contributions are small and not even locally significant over the polar region. Near the tropopause ($Z200$), the only field significant signal is the Aleutian low strengthening linked to

\[1\] Adding a snow index for the region 38°–43°N, 60°–90°W increases the collinearity but only slightly affects the regression on the SIC index.
La Niña (not shown). However, a locally significant NAO$^-$ is associated with SIC. In the troposphere (Fig. 4, bottom), field significance is again found for the regressions on the La Niña index, which resemble the December regression on the Niño-3.4 index in King et al. (2018, their Fig. 1) with the reverse sign, and for some regressions on the snow index. No field significance is found for the regressions on dPC1 (the SIC index), even in the NA-EA domain, but the NAO$^-$ signal is locally significant. However, it is field significant in the first half of the record, but barely seen in the second half (not shown). Hence, the SIC fluctuations seem to drive a tropospheric NAO$^-$ signal in December that is too weak to reach field significance over the whole record.

c. Winter

In January, a NAO$^-$ signal is also found in the regression on the November SIC index at lag 2 (Fig. 2, middle). It is stronger than in December and field significant near the tropopause (Z200) and in the whole troposphere, with a high approaching $45 \pm 13$ m at 500 hPa (uncertainty estimated by the standard error) and $4 \pm 1.2$ hPa at sea level around Iceland, and a corresponding low ($\sim 30 \pm 11$ m and $2.5 \pm 1$ hPa) in the subtropics. There is also a smaller, field significant SLP decrease over northeastern Canada. Consistent with the changes illustrated in Fig. 2, the westerlies shift south-eastward in the North Atlantic sector, with zonal wind anomalies approaching $-5 \pm 1.5$ m s$^{-1}$ at 300 hPa ($-3 \pm 0.8$ m s$^{-1}$ at 700 hPa) near 50$^\circ$N and a smaller zonal wind increase around 32$^\circ$N. In the stratosphere, the polar vortex anomalies are similar to those in December, but without field significance. The signals are also seen in February at lag 3 (Fig. 2, right), but they are slightly weaker and without field significance, even in the troposphere. Composites indicate no significant asymmetry in the link to positive or negative SIC changes (not shown).

The multiple regressions are illustrated for SLP (Fig. 5). They confirm that the strong tropospheric NAO$^-$ signal and the small SLP decrease over northeastern Canada in January are linked to the reduced November SIC. The regressions on dPC1 are mostly field significant in the troposphere and of comparable amplitude to those in Fig. 2. The regressions are small in the second half of the period, but again stronger during the first half of the period (not shown). Note that the weakening of the

**Fig. 4.** Multiple regression of (top) Z50 (m) and (bottom) Z500 (m) in December on (left) the La Niña SST index, (center) Siberian snow-cover, and (right) SIC indices in November. The contours indicate 10% significance and hatching significance based on an FDR of 10%.
Icelandic low and the SLP low over northeastern North America in the regression on dPC1 (Fig. 5, right) become field significant when the FDR is estimated in the NA-EA domain. Figure 5 also shows the Aleutian low teleconnection with La Niña (left) and that increased Siberian snow cover induces a SLP high above the Arctic and western North America and a low over Europe and Siberia (center), a different pattern from that linked to SIC. Figure 6 confirms that the southward shift of the upper-tropospheric jet in the North Atlantic sector is linked to the SIC fluctuations. The colder tropical Pacific has the opposite influence in the North Atlantic and a larger impact in the North Pacific, while snow cover drives no field significant U300 signal, reflecting a weak upper-tropospheric signal. Very similar results are found for U700 (not shown). In the stratosphere, there is a field significant polar vortex weakening in the regression on snow cover, but no field significant signal in the regressions on SIC (not shown). In summary, the reduced SIC in November has a negative NAO-like impact on the troposphere that reaches full amplitude in January, seemingly without involving a stratospheric pathway. The signal becomes weaker in February, at lag 3, probably because of the limited SIC persistence.

Broadly similar negative NAO-like signals are found when the atmospheric fields are regressed onto December dPC1, which reflects similar SIC fluctuations, but with a slight southward shift of the ice edge. It is well correlated with November dPC1 ($r = 0.72$). At lag 1, in January, the amplitude is generally smaller than in Fig. 2 and there is no field significance (Fig. 7, left), but at lag 2 in February, robust field significance is found for the northern lobe of the NAO signal in the troposphere (Fig. 7, center) and near the tropopause ($Z200$, not shown), with only slightly smaller amplitude than in Fig. 2 for January (40 ± 14 m for $Z500$ and 3.5 ± 1.5 hPa for SLP around Iceland). There is an elongated weakening of the stratospheric polar vortex in January and February, together with a southward shift.
of U50 (not shown), but they are not field significant. The tropospheric NAO signal largely persists in March (lag 3), although the amplitude and statistical significance are lower, in particular for SLP (Fig. 7, right). The NAO signal is clearer in March in the regressions on January dPC1, but it is only field significant for SLP and Z200 in the NA-EA domain (not shown, but see Fig. 10). The March NAO signal can be recognized in the regressions on February dPC1 at lag 1, but it is barely significant locally, and in April it disappears (not shown).

In December there are also SST and snow-cover anomalies concomitant with dPC1 (Fig. 3, middle). The most significant synchronous change is a cooling in the eastern North Pacific, well represented by minus (to reflect the negative regression coefficient) the SST average in 30°–60°N, 115°–140°W. We also consider
the averaged snow cover in western North America (40°–50°N, 125°–110°W) and minus that in eastern North America (40°–50°N, 90°–60°W). The latter index is highly correlated with the SST warming in the adjacent Gulf Stream region (r = 0.71 for SST in 30°–45°N, 80°–50°W), so that it represents combined snow and SST forcing. To assess robustness, we have performed the multiple regression using, in addition to December dPC1, an increasing number of indices: first adding the SST index (VIFs ≤ 1.5), then the western North American snow index (VIFs ≤ 1.6), and finally using the four indices (North Pacific SST, snow cover in western North America, snow cover in eastern North America, and December dPC1; VIFs ≤ 1.8). Interestingly, the statistical significance of the tropospheric signals linked to the SIC fluctuations is enhanced in January as regressors are added, and they more closely resemble a negative NAO, as illustrated for Z500 (Fig. 8), although adding the eastern North American snow index had no influence in this case. As before, the January NAO signal is large in the first half of the period, but very small in the second one. In February, using multiple regressions changes little the regressions on December dPC1, but they were already highly significant. In March (lag 3), multiple regressions again enhance the statistical significance of the tropospheric link to SIC and its resemblance to NAO−, although hemispheric field significance is only found for U300 and U700. This is illustrated for U700 in the NA-EA sector (Fig. 9), where there is no field significance in the standard regression (top), limited significance with two regressors (eastern North Pacific SST, SIC; middle), barely more with three (not shown), and a strong one.
with the four regressors (bottom). Very similar results are obtained by using the Gulf Stream SST index instead of the eastern North American snow-cover index. At the same time, a northward shift of the jet over the western North Pacific becomes clearer (not shown). In February and March, broadly similar results are found in the two halves of the period, confirming their robustness, although the February NAO-like signal is larger in the first half and the March one is larger in the second half. In the stratosphere, the January and February Z50 signals linked to SIC changes little from Fig. 7 when using multiple regression (not shown), except for the loss of North Pacific low (local) significance, and they are still not field significant. In March, even local significance is lost. In January, however, the weakening and southward shift of the zonal wind (U50) becomes field significant when the FDR is estimated in the NA-EA sector (Fig. S2). Since negligible stratospheric signals are associated with the other regressors, the stratosphere may be weakly affected in January by the December SIC fluctuations, but not later as there is no U50 field significance in February, and negligible signals in March.

In January, the only field significant SST signal concomitant with dPC1 is the warming off the east coast of North American (Fig. 3, bottom) represented by the averaged SST anomaly in 35°–45°N, 75°–50°W. It was found that this index also reproduces much of the locally significant North Atlantic SST anomalies. There is a locally significant snow-cover decrease in northeastern United States, represented by minus the averaged snow cover in 38°–43°N, 90°–70°W. When bivariate regressions (SIC and SST) are performed at lag 2, thus in March, the signals lagging dPC1 become more NAO-like and significant (not shown), but significance most strongly increases when the snow index is added in the regressions because it has an opposite impact, albeit weaker, on the atmosphere (Fig. 10). The negative NAO-like signal is equally strong in each half of the record. Hence, multiple regressions again strengthen the link with sea ice.

Consistent with the negative NAO response to the SIC fluctuations, a southward shift of the North Atlantic storm track in its southern edge is found in the multiple regressions, but it is only field significant in the NA-EA sector in January when regressed onto December dPC1 (Fig. S3). Corresponding signals are found for the number of blocking days in both standard and multiple regressions. To distinguish the SIC influence, we only show results derived from multiple regression. In January and February, the interannual SIC fluctuations precede changes in the number of blocking days that are mostly field significant in the NA-EA domain, as illustrated for the regressions on December dPC1 based on the three regressors (SST, snow cover in western North America, and SIC; Fig. 11). Blocking activity substantially decreases in the eastern subtropical North Atlantic, extending to central Europe in February, while increasing over northern Europe in January and, in February, over Greenland. The blocking patterns are consistent with the southern position of the eddy-driven jet, the associated Rossby wave breaking, and the negative NAO-like pattern (Woollings et al. 2018). Very similar patterns are obtained in January when based on November dPC1 (not shown), except that field significance is lost over northern Europe. The regression patterns in December on November dPC1 resemble those in January, but are weaker and less significant; a locally significant blocking activity increase is also found in March over southern Greenland.
(not shown). The signal-to-noise ratio is thus small in early and late winter. No significant changes in the number of blocking days were seen in November and April.

In summary, a reduced pan-Arctic SIC in November, December, and January drives negative NAO-like circulation anomalies in the troposphere and near the tropopause that are best detected two month later, in January, February, and less significantly in March, respectively, and there is no evidence of a significant stratospheric pathway for the SIC impact, except to some extent in January. In December and January, the negative NAO-like signal is only clearly seen in the first half of the record, whereas it is found in both halves in February and March. Whether this reflects sample limitation or true nonstationarity would be difficult to establish.

In all cases, a broad synchronous (at lag 0) SAT warming of 1°–3°C is found in the regions where the sea ice decreases, which reflects the rapid thermodynamical response of the atmospheric boundary layer to the turbulent heat flux released by sea ice retreat and heat advection by the atmospheric patterns that contributed to the sea ice melting (not shown, as cause and effect are not distinguished). A weaker SAT warming is still seen near the sea ice edge at lag 1 and even lag 2, notably in the BK Seas, but these lags are dominated by a broad dynamical impact on SAT and lower-tropospheric thickness (Fig. 12). The regression maps of the two variables are similar, except that $\Delta Z$ is smoother, and they change little between months, except in February when regressed onto January dPCI, which is discussed below. There is very little field significance in the regressions at lag 1 onto November and December dPCI, except above the Canadian Archipelago (not shown), while at lag 2 and 3 a field significant warming is found in a large region centered in northeastern Canada, and some cooling over parts of Eurasia and the midlatitude oceans. As the multiple regressions indicate that some of this cooling is linked to concomitant SST or snow-cover anomalies, only multiple regressions are given. In January (Fig. 12, left), based on November dPCI, field significance is large. There is a broad warming above eastern North America, the Labrador Sea, and the

---

**FIG. 10.** Multiple regression of SLP (hPa) in March onto (left) the western North Atlantic SST, minus (center) the eastern North American snow and (right) SIC indices in January. The contours indicate 10% significance and hatching significance based on an FDR of 10%.

**FIG. 11.** Multiple regression of the number of blocking days in (top) January and (bottom) February on the SIC index in December. The contours indicate 10% significance and hatching significance based on an FDR of 10%.
subpolar North Atlantic, reaching $2^\circ \pm 0.8^\circ$C in northeastern Canada, which is about 2/3 of the local detrended SAT standard deviation. There is also a weaker warming off North Africa, and significant cooling in the subtropical North Atlantic and near the North American west coast. Similar patterns are found with December regressors, but significance is much weaker. The regression maps remain broadly similar in February, but with more confined warming centered on northeastern Canada and much weaker oceanic cooling. Statistical significance is lower, whether obtained from lag 2 based on December dPC1 (not shown) or lag 3 based on November dPC1 (Fig. 12, center). Field significance is again found in March at lag 3 (right) for the broad warming near northeastern North America and the Labrador Sea, the oceanic cooling, and a cooling (highly significant in the NA-EA domain) over the northern part Europe exceeding $1^\circ \pm 0.6^\circ$C. The March SAT and $\Delta Z$ patterns are similar when regressed on the January regressors, but field significance is only found in the NA-EA domain. In summary, these temperature patterns in part resemble the temperature signature of a negative NAO phase.

In addition to the negative NAO seen throughout the winter, the SIC fluctuations precede a different atmospheric signal, which is only found in February in the regressions onto January dPC1 at lag 1 (Fig. 13). The signal is field significant for most tropospheric variables, but very small in the stratosphere, and very similar in multiple regressions. There is a large anticyclonic signal centered on the Ural Mountains that tilts northward with height (Fig. 13) and strongly enhanced Ural blocking (Fig. 14, right). However, a blocking decrease is seen in the regression on minus the northeastern United States snow cover (Fig. 14, left), suggesting that snow cover affects Ural blocking in an opposite manner. Elsewhere, there is little correspondence between the signal at sea level and higher in the troposphere. Large field significant temperature anomalies are also found, with a broad SAT and $\Delta Z$ warming over northeastern North America, and warming over the BK Seas, and significant cooling over much of Asia. These signals show some similarity with the warm Arctic–cold Eurasia (WACE) and the Ural blocking patterns (Mori et al. 2014; Luo et al. 2016; Sun et al. 2018). Only the Ural high

![Image](http://journals.ametsoc.org/jcli/article-pdf/33/9/3863/4932084/jclid190687.pdf)

**Fig. 12.** Multiple regression of (top) $\Delta Z$ (m) and (bottom) SAT ($^\circ$C) in (left) January and (center) February on November dPC1, and (right) in March on December dPC1, based on multiple regression. The contours indicate 10% significance and hatching significance based on an FDR of 10%.
is found in the (otherwise dissimilar) two halves of the period (not shown). However, the February signals are not found in the regressions on November or December dPC1, and there is no significant relation between February dPC1 and the atmosphere in March. Hence, they lack robustness and are not considered further.

4. Implication for direct impact of the SIC decline between 1979 and 2016

Under the assumption that the atmosphere responds identically to slow and fast SIC changes of an identical pan-Arctic spatial pattern, section 3 may be used to estimate the direct atmospheric changes caused by the decreasing sea ice cover in the 1979–2016 period. The most robust response is the negative NAO in January, February, and, albeit weaker, in March, which lags the SIC fluctuations by about 2 months. The response in December lacks field significance. Hence, if winter is defined from December to February (DJF), the winter response is about 2/3 of that found in section 3, while is only a little smaller if winter is from January to March (JFM).

As no NAO-like response to SIC was detected during spring, summer, and fall, it is not obvious how to scale this atmospheric response to estimate that to the observed sea ice loss in the 1979–2016 period. In perpetual winter conditions, the estimated averaged rate of change per decade would be approximately given by 1 (in DJF, assuming no December response) to 1.5 (in JFM, assuming a slightly weaker March response) times the responses in section 3. This takes into account the long-term changes in the November and December PC1s during the 38 years between 1979 and 2016 (2.8, as given by the red curves in Fig. 1) and the limited amplitude of their interannual fluctuations (rms ~ 0.45 in both cases), yielding a January or February scaling of $2.8/(3.8 \times 0.45) = 1.6$. Such scaling yields very large rates of change of the winter conditions, for instance a warming rate of $2–3^oC$ decade$^{-1}$ for SAT in northeastern North America, and a Z500 increase of 40–60 m decade$^{-1}$ over the northern North Atlantic. However, as discussed in section 5, this assumes linearity and does not take into account that there is no corresponding response during the other 9 months.

5. Summary and discussion

The direct response of the atmospheric circulation in the cold season to the observed Arctic sea ice loss between 1979 and 2016 was estimated by assuming that the response to the slow sea ice retreat is the same as that to interannual pan-Arctic SIC fluctuations with identical spatial patterns. The latter was estimated by lag regression, using multiple regressions for attribution since
there were synchronous SST and snow-cover fluctuations (no significant link was found with the OBO).

No significant large-scale atmospheric response was detected in October and November. In December, a field significant negative NAO-like signal lags the November SIC fluctuations in the stratosphere, together with a negative tropospheric NAO signal that is only locally significant. However, multiple regressions show that the stratospheric signal is primarily driven by concomitant Siberian snow-cover anomalies. Numerous studies found a link between autumnal Eurasian snow cover and the winter AO via a stratospheric pathway, although its robustness has been questioned [see the review by Henderson et al. (2018)]. For instance, Gastineau et al. (2017) found that a snow-cover increase in southeastern Siberia during November preceded a negative NAO/AO in winter via a stratospheric pathway, perhaps amplified by a SIC decrease in the BK Seas, although snow cover was the main driver. Hence, the SIC fluctuations may only drive a tropospheric NAO signal in December, albeit too weak to be field significant.

On the other hand, the analysis shows that in January, February, and, less significantly, in March, SIC leads a robust and field significant negative NAO-like signal in the troposphere and near the tropopause, with a tropospheric high exceeding about 40 ± 13 m for Z500 and 3.8 ± 1.4 hPa for SLP above Iceland. There is also a smaller SLP decrease over northeastern Canada, a southeasterward shift of the westerlies over the North Atlantic, and a modulation of blocking activity, which decreases in the eastern subtropical North Atlantic in January, extending to central Europe in February while increasing over northern Europe and Greenland. As there is no field significant Z50 signal in the stratosphere, the pan-Arctic SIC loss fluctuations primarily influence the wintertime atmospheric circulation via a tropospheric pathway. Yet, the December SIC fluctuations induce in January a southward shift of the zonal wind at 50hPa (U50) that is (only) field significant in the NA-EA sector, so that there may be a small stratospheric response in January. Note that the stratosphere is not fully resolved in ERA-Interim and it would be interesting to repeat this analysis in other reanalyses such as ERA5 (Hersbach et al. 2019).

The atmospheric response to the SIC fluctuations generally reaches maximum amplitude in 2 months, broadly consistent with the atmospheric response time to SIC changes in Deser et al. (2007) and Frankignoul et al. (2014), and presumably reflecting the time it takes for eddy–mean flow interactions to strengthen the signal. In all months, there is a broad synchronous near-surface warming above the sea ice retreat. When the atmosphere lags, SAT and ΔZ are dominated by dynamically driven temperature changes that induce a strong warming reaching ~2° ± 0.8°C above northeastern Canada and the Labrador Sea from January to March. A northern Europe cooling of ~1° ± 0.65°C in March is also attributed to SIC. The only evidence that the pan-Arctic sea ice loss fluctuation could drive the WACE pattern is obtained in February for SIC fluctuations in January, but the signal is not found for other lags or months, so that we focus on the more robust NAO-like response, which could serve as a benchmark to test climate models.

FIG. 14. Multiple regression of the number of blocking days in February onto (left) minus the eastern North America snow index and (right) SIC in January. The contours indicate 10% significance.
An influence of interannual SIC fluctuations on the wintertime atmospheric circulation has been detected in many observational studies, often focusing on the autumn and winter BK SIC fluctuations. However, the latter are mostly anticorrelated with the SIC changes in the Labrador Sea [the seesaw in Strong et al. (2009) and Frankignoul et al. (2014)], unlike in the ice loss pattern, where the sea ice edge retreats everywhere. Because the response to pan-Arctic SIC changes may substantially differ from that to BK Seas SIC changes (Sun et al. 2015; McKenna et al. 2018; Screen 2017), a direct comparison with the present analysis is not warranted. However, we note that in these studies, a negative NAO lags a BK SIC decrease, suggesting its important role in our results. King et al. (2016) and Kug et al. (2015) suggested that an autumn sea ice retreat in the BK Seas leads to a negative AO via a stratospheric pathway, while our analysis agrees with García-Serrano and Frankignoul (2016), Kretschmer et al. (2016), and García-Serrano et al. (2017), who argued that the NAO—following a sea ice loss in the BK Seas—is due to tropospheric eddy–mean flow interactions. Mori et al. (2014) argued that the sea ice reduction in the BK Seas drives the WACE pattern instead of the NAO, but their observational evidence was derived from composite differences between low-ice and high-ice years, so that, as in Mori et al. (2019), cause and effect were not distinguished, and attribution was only supported by model simulations (Blackport et al. 2019). However, synchronous boundary forcings were not considered in these studies, except in Furtado et al. (2016), Kretschmer et al. (2016), and Gastineau et al. (2017), nor was field significance considered, possibly leading to overestimated statistical significance.

If the atmosphere responds similarly to slow and fast changes of an identical pan-Arctic SIC pattern and stationarity is assumed, the direct atmospheric changes caused by the decreasing sea ice cover in the 1979–2016 period can be estimated. The most robust response to the interannual SIC fluctuations is the negative NAO in January, February, and, albeit weaker, March. The December response is smaller and lacks field significance, and no NAO-like response is found during the rest of the year. In perpetual winter conditions and if linearity could be assumed, the estimates suggest very large rates of change, for instance a warming rate of 2°–3°C decade$^{-1}$ for SAT in northeastern North America and a Z500 increase of about 40–60 m decade$^{-1}$ over the northern North Atlantic. Note that there is much uncertainty in these amplitude estimates, as shown by their 90% confidence interval (from 0.7°–3.3° to 1°–5°C decade$^{-1}$ and from 20–60 to 30–90 m decade$^{-1}$, respectively), as derived from their standard errors and the scaling discussed in section 4. However, such large changes would progressively alter the mean background atmospheric winter circulation, so that linearity could not be reasonably assumed (Smith et al. 2017). In addition, this does not take into account that there is no NAO-like response to the SIC fluctuations during the other 9 months of the year, or no significant cooling in northern Europe other than in March, so that the predicted yearly averaged rates of change would be at least 4 times smaller and there would only be a small averaged cooling rate over northern Europe. How to relate a signal that only occurs during winter, or part of it, to a rate of change that would not lead to increasing discontinuities should depend on the atmospheric state and influence during the other seasons. For instance, the SAT increase during one winter could be damped, advected, or diffused by the atmospheric conditions during the following spring, summer, and fall, rather than remain unaltered until the following winter. How and to what extent this occurs remains to be established. There is no a priori reason why the direct impact of the sea ice loss should be detectable in the observed long-term trends, since it would likely be masked or compensated by other forcings, such as the changes in greenhouse gas and aerosol concentration, SST, snow cover, and by the indirect influence of SIC loss. Nonetheless, we note that our estimates of the SAT changes are larger than, but not inconsistent with, the observed rate of change in certain regions, such as northeastern North America where the DJF SAT trend is ∼1°C decade$^{-1}$ from 1982 to 2014, also peaking in northeastern Canada (Ogawa et al. 2018). On the other hand, there is no observational evidence of a trend toward a more negative NAO during 1982–2014.

As summarized in section 1, several studies investigated the direct atmospheric response to sea ice loss by comparing AGCM simulations driven by climatological and perturbed SIC, but there is no consensus on their impacts on the midlatitudes, and the prescribed sea ice anomaly patterns often differed from the pan-Arctic sea ice loss pattern considered here. Our estimates should be more comparable to AMIP-type simulations with AGCMs, where the direct sea ice impact is derived from the difference between large ensemble of simulations using observed and climatological SIC in the boundary conditions, while the SST and the external forcing evolution are prescribed from observations. Perlwitz et al. (2015) found that the Arctic sea ice loss between 1979–88 and 2003–12 had a small impact during fall (October–December), warming the zonal-mean temperature in the lowermost troposphere at high latitudes, which is not inconsistent with the lack of field significant tropospheric response found here in autumn. Sun et al. (2016) found that the sea ice loss between 1990/91 and 2013/14 caused in winter (DJF) a warming trend mainly confined to the Arctic and high-latitude eastern North America, where it...
reached 1°C decade\(^{-1}\), and no continental cooling or significant SLP trend over middle and high latitudes. Mori et al. (2019, their supplementary Fig. 10a) found similar 1995–2014 warming trends for the SAT over the Arctic and, north of about 60°N, Eurasia and eastern North America, and only a small (0.5–1 hPa decade\(^{-1}\)) SLP increase over Greenland. Ogawa et al. (2018), using a large ensemble of AGCM experiments with six models only found a weak dynamical response to SIC fluctuations. Therefore, none of the previous studies simulated a significant link between the Arctic sea ice loss and winter Eurasian SAT cooling, which is consistent with our most robust results. However, these AMIP-type simulations also do not reproduce the large atmospheric circulation changes suggested here. More work is needed to explore the reasons of this discrepancy, perhaps further using causal effect network (Kretschmer et al. 2016) to identify more accurately other possible missing drivers of the midlatitude atmospheric fluctuations, and to explain why AGCMs poorly represent the dynamical response to the Arctic sea ice loss. The CMIP6 PAMIP results (Smith et al. 2019) will also help to further assess the atmospheric response in models.
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