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ABSTRACT

The computationally expensive variable density and salt transport numerical models hinder the implementation of simulation-optimization routines for coastal aquifer management. To reduce the computational cost, surrogate models have been utilized in pumping optimization of coastal aquifers. However, it has not been previously addressed whether surrogate modelling is effective given a limited number of numerical simulations with the seawater intrusion model. To that end, two surrogate-based optimization (SBO) frameworks are employed and compared against the direct optimization approach, under restricted computational budgets. The first, a surrogate-assisted algorithm, employs a strategy which aims at a fast local improvement of the surrogate model around optimal values. The other, balances global and local improvement of the surrogate model and is applied for the first time in coastal aquifer management. The performance of the algorithms is investigated for optimization problems of moderate and large dimensionalities. The statistical analysis indicates that for the specified computational budgets, the sample means of the SBO methods are statistically significantly better than those of the direct optimization. Additionally, the selection of cubic radial basis functions as surrogate models, enables the construction of very fast approximations for problems with up to 40 decision variables and 40 constraint functions.
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INTRODUCTION

Variable density and salt transport (VDST) numerical models are indispensable tools for simulating seawater intrusion (SWI) in coastal aquifers (Werner et al. 2013). They have been effectively employed to improve understanding in real-world SWI problems (e.g., Gingerich & Voss 2005; Giambastiani et al. 2007; Kopsiaftis et al. 2009; Kerrou et al. 2013). Additionally, the simulation of dispersive flow between seawater and freshwater by using VDST models, enables a more accurate management of groundwater abstraction in coastal aquifers (Pool & Carrera 2011).

However, VDST models are computationally expensive, as is the case with most of the high-fidelity computer simulations. Hence, their use in iterative numerical tasks, such as sensitivity analysis or optimization, is hindered by the increased computational cost. To address this issue, several studies have employed data-driven surrogate modelling techniques either to partly or fully replace the computationally expensive VDST simulations (Sreekanth & Datta 2015). Examples of surrogate models in coastal aquifer management comprise artificial neural networks (e.g., Rao et al. 2004; Bhattacharjya & Datta 2005; Kourakos & Mantoglou 2009; Ataie-Ashtiani et al. 2014; Roy et al. 2016), genetic programming (Sreekanth & Datta 2011), evolutionary polynomial regression (Hussain et al. 2015), polynomial chaos simulations.
The use of adaptive surrogate training frameworks has significantly reduced the associated computational burden (e.g., Kourakos & Mantoglou 2009; Papadopoulou et al. 2010; Christelis & Mantoglou 2016a). Alternatively, Ataie-Ashtiani et al. (2014) proposed a zonation methodology as a practical approach to reduce the dimensionality of the optimization problem and, therefore, the required training data for building the surrogate models. It is also worth noting that pumping optimization problems of coastal aquifers usually involve non-linear constraints (Mantoglou et al. 2004). The presence of non-linear constraints further complicates the development of SBO methods (Forrester et al. 2008).

Nevertheless, many engineering optimization studies have focused on approximating the global optimum based on a specified number of simulations with the original expensive computer model. There is a wide body of SBO literature which develops adaptive sampling strategies that effectively utilize the expensive original model simulations, to update the surrogate and increase its accuracy within regions of interest (e.g., Jones et al. 1998; Mugunthan et al. 2005; Regis & Shoemaker 2005, 2007, 2013a, 2013b; Forrester & Keane 2009; Parr et al. 2012; Regis 2014; Tsoukalas et al. 2016). However, the application of comprehensive SBO strategies which exploit information from the surrogate models in order to sample the expensive original model is rather limited in groundwater modelling and optimization (Asher et al. 2015). Furthermore, it is debatable whether there is a benefit from the use of surrogate models in optimization problems of increased dimensionality and under limited computational budgets (Razavi et al. 2012a).

In the present paper, we address the effectiveness of surrogate modelling in pumping optimization of coastal aquifers, given a limited number of available simulations with the expensive SWI model. Two SBO frameworks are employed in order to solve single-objective pumping optimization problems. The first SBO algorithm utilizes a metamodel-embedded evolution framework which constructs RBF surrogate models for the constraints functions only. RBF surrogate models have been successfully applied in several SBO problems (Razavi et al. 2012b). The other is an advanced SBO algorithm, namely, ConstrLMSRBF (Regis 2011), which simultaneously deals with the objective function and the constraints of the optimization problem, by constructing RBF surrogate models for each one of them.

Our main contribution is the application and comparison of SBO methods on coastal aquifer management optimization problems under a very limited computational budget. Moreover, while the ConstrLMSRBF algorithm has been successfully applied on many synthetic test problems and on a large-scale optimization problem in the auto industry, this algorithm is applied for the first time in water resources optimization and for problems of pumping optimization of coastal aquifers. The goal is to investigate the performance of SBO algorithms for different dimensionalities of the decision variable space while imposing strong restrictions on the number of available simulations with the VDST model. The latter assumption is closer to real-world cases where coastal aquifer management problems involve computationally heavy numerical models of SWI. The SBO algorithms are compared against direct optimization with the VDST model in order to evaluate the usefulness of constructing surrogate models in the case of limited computational budgets. We emphasize that our goal is not to run the algorithms until they find the global optimum since this is not realistic in the computationally expensive setting, and more so when the problems are high-dimensional. Instead, we wish to determine and
compare how much progress the algorithms can achieve when the number of VDST simulations are very limited.

The rest of the paper includes four sections. The next section presents the SWI numerical model, the coastal aquifer model and the formulation of the pumping optimization problem. The description of the surrogate models and their implementation in SBO strategies follows in the next section. Then the optimization results are presented and the final section concludes with the findings of the present study.

**METHODS**

**SWI modelling**

VDST models utilize numerical codes which solve a coupled system of partial differential equations of flow and transport in order to simulate SWI (Voss & Souza 1987). It is considered a complicated and computationally expensive numerical task mostly due to the spatial and time discretization requirements of the solute transport step (Werner et al. 2013). In the present paper, the HydroGeoSphere code (HGS) (Therrien & Sudicky 1996; Graf & Therrien 2005; Therrien et al. 2006) was used to simulate SWI. The HGS code applies the control volume finite element method with adaptive time-stepping while a Picard iteration scheme is utilized to iteratively solve the system of flow and transport equations for VDST simulations (Thompson et al. 2007). The mathematical formulation of VDST modelling is briefly described below whereas comprehensive presentations can be found elsewhere (e.g., Kolditz et al. 1998).

\[
\frac{\partial}{\partial x_i} \left[ K_{ij} \left( \frac{\partial h_f}{\partial x_i} + \rho_f n_i \right) \right] + Q_c = S_x \frac{\partial h_f}{\partial t} \tag{1}
\]

\[
\frac{\partial}{\partial x_i} \left( D_{ij} \frac{\partial c}{\partial x_i} - q_i c \right) + Q_c = \frac{\partial (\rho c)}{\partial t} \tag{2}
\]

In the flow Equation (1) the equivalent freshwater head \(h_f[L]\) is the flow variable given by \(h_f = (p/\rho g) + z\), where \(p[ML^{-1}T^{-2}]\) is the fluid pressure, \(\rho_f[ML^{-3}]\) is the reference fluid density, \(g[ML^{-2}]\) is the gravity acceleration constant and \(z[L]\) is the elevation above horizontal datum. The indices \(i, j\) represent the unit vectors in \(x\) and \(y\) directions, respectively, while \(n_i\) represents the direction of flow and it equals 1 in the vertical direction and 0 for the horizontal directions. In transport Equation (2), the dimensionless relative concentration, \(c[-]\) is the transport variable which varies between 0 and 1. It is linearly related to fluid density \(\rho[ML^{-3}]\) through \((\rho - \rho_f)/\rho = \left(\rho_{\text{max}} - \rho_f\right)/\rho \right) c\), under the assumption that the solute concentration of a fluid is \(c_{\text{max}} = 1\) when \(\rho = \rho_{\text{max}}\). The term \((\rho - \rho_f)/\rho\) represents the dimensionless relative density \(\rho_r\). \(K_{ij}[LT^{-1}]\) are the coefficients of freshwater hydraulic conductivity tensor, \(D_{ij}[L^2T^{-1}]\) are the coefficients of the dispersion tensor, \(\phi[-]\) is porosity, \(t[T]\) is time, \(Q_c[L^3T^{-1}]\) is a volumetric fluid source/sink term per unit aquifer volume, \(S_x[L^{-1}]\) is the specific storage. The Darcy flux term \(q_i\) is expressed for freshwater properties as:

\[
q_i = -K_{ij} \left( \frac{\partial h_f}{\partial x_i} + \rho_f n_i \right) \tag{3}
\]

**Coastal aquifer application model**

The numerical SWI simulations are based on a coastal aquifer model of rectangular shape (Figure 1) which is an approximation of a real aquifer at the Greek island of Kalymnos (Mantoglou et al. 2004).

The horizontal dimensions of the coastal aquifer model are \(x = 7,000\) m, \(y = 3,000\) m and the aquifer base is at \(z = -25\) m below sea-level. On the west side of the aquifer model, a hydrostatic boundary condition is applied along with a specified salinity concentration of 35 kg/m\(^3\) for a saltwater density of 1,025 kg/m\(^3\). The aquifer is replenished by both recharge and inland fluxes. The two lateral boundaries are no-flow boundaries while fully penetrating pumping wells extract groundwater from the coastal aquifer. A homogeneous and anisotropic coastal aquifer is assumed where the values of hydraulic conductivity are \(K_x = K_y = 100\) m/day and \(K_z = 10\) m/day. In the absence of field data and due to the exploratory features of this study, the longitudinal
dispersivity value was set to 100 m and the transverse dispersivity value to 10 m. Based on the above dispersivity values the spatial discretization was set to $\Delta x = \Delta y = 100$ m and $\Delta z = 5$ m. Note that for all the optimization problems described in the following sections, multiple independent optimization runs are performed in order to produce a statistical output considering the stochastic nature of the algorithms. In that sense, a relatively fast VDST model is required to perform such a demanding computational task for generic comparison purposes. A single VDST simulation required an approximate CPU time of 30 seconds, running on a 2.53 GHz Intel i5 processor with 6 GB of RAM in a 64-bit Windows 7 system.

Formulation of the pumping optimization problem

The pumping optimization problem of the present work lies in the category of non-linear constrained optimization problems described as follows:

\[
\begin{align*}
\min f(\xi) \\
n.s.t. \ g_i(\xi) &\leq 0, \ i = 1, 2 \ldots M, \ l \leq \xi \leq u 
\end{align*}
\]

where $f$, $g_i$ represent the objective function and inequality constraint functions, respectively. The vector $\xi$ takes values in the $N$-dimensional continuous space $[l, u] \subset R^N$. A real vector $\xi^*$ is sought so that $f(\xi^*) = \min f(\xi)$, subject to the constraints defined in Equation (4). It is assumed that the derivatives of $f$, $g_i$ are not available while the bound constraints define the search space of the optimization problem. The corresponding single-objective pumping optimization problem can be mathematically described as follows:

\[
\begin{align*}
\min & \sum_{i=1}^{M} Q_i \\
n.s.t. \ x_i^{\max}(Q_1, Q_2, \ldots Q_M) &\leq x_w, \ \forall i = 1, 2, \ldots M \\
Q_{\min} &\leq Q_i \leq Q_{\max}, \ i = 1, 2, \ldots M 
\end{align*}
\]

where $Q_i$ is the individual pumping rate of each pumping well and $x_i^{\max}$ is the horizontal distance of the iso-salinity $c_{\max}$ from the coast, as a function of pumping rates from each pumping well. The variable $x_w$ refers to the pumping well location, while $Q_{\min}$ and $Q_{\max}$ define the lower and upper limits which pumping rates can take. Note that the dimension of the search space $[Q_{\min}, Q_{\max}]$ for this optimization problem is the same as the number of inequality constraints, which is given by $M$. The goal is to maximize (the reason for the negative sign in the objective function) the total groundwater extraction, subject to constraints which maintain the salinity levels in pumped groundwater at the specified limit of $c_{\max} = 35$ mg/L. Figure 2 illustrates a plan view of the simulated iso-salinity contours at the aquifer base, for a feasible vector $Q$ of pumping rates.
The optimization problem in Equation (5) can be translated to a bound-constrained optimization problem using penalty terms in the objective function. Thus, the objective function value is penalized every time that a constraint of the problem is violated. In this study, we have applied the following objective function penalty formulation:

$$\min f(Q) =$$

$$- \sum_{i=1}^{M} Q_i, \text{ if } \forall i = 1, 2 \ldots M, x^c_{i, \max} (Q_1, Q_2, \ldots Q_M) \leq x_{w_i}$$

$$M_v \sum_{i=1}^{M} \left[ \max (x^c_{i, \max} - x_{w_i}) , 0 \right]^2, \text{ if } \exists \ i = 1, 2 \ldots M \text{ such that } x^c_{i, \max} (Q_1, Q_2, \ldots Q_M) > x_{w_i}$$

(6)

where $M_v$ represents the number of pumping wells that the constraint is violated. The above formulation aims to attribute a separate score for each violated constraint while it involves the magnitude of violation through the squared difference between $x^c_{i, \max}$ and $x_{w_i}$. The penalized objective function is also multiplied by $M_v$ to incorporate the number of constraint violations for a non-feasible vector $Q$. In the above formulation, the objective function is equal to the penalty function when the point is infeasible. In the literature, it is more common to add the penalty function to the original objective function. However, in the computationally expensive setting, a practitioner would prefer to obtain a feasible point first, assuming none was initially available, given the limited number of simulations, and the above formulation facilitates this process. In contrast, when using the combined objective function plus penalty approach, one could get a good combined value without necessarily ever getting a feasible point. By using our approach, we focus on minimizing the penalty (i.e., getting a feasible point) first when a feasible point is not provided at the start. One potential drawback of this approach though is that the resulting objective function is discontinuous along the boundary of the feasible region and this could be a problem for traditional optimization methods. Fortunately, this is not an issue for the evolutionary algorithms used in this study, and besides, the ConstrLMSRBF algorithm uses the original optimization formulation in Equation (5).

The pumping optimization problem defined above can be directly solved using the VDST model combined with a proper optimization algorithm. In pumping optimization of coastal aquifers, evolutionary algorithms tend to perform better than conventional gradient-based algorithms which
might get trapped in local minima (Ketabchi & Ataie-Ashtiani 2015). However, evolutionary algorithms require a large number of function evaluations to converge and their performance may vary depending on the application (Mantoglou & Papantoniou 2008; Karpouzos & Katsifarakis 2013; Ketabchi & Ataie-Ashtiani 2015). Therefore, the direct solution of pumping optimization problems using VDST models and evolutionary algorithms may result in excessive computational burden.

In this study, a heuristic optimization method, namely, the evolutionary annealing-simplex (EAS) algorithm (Efstratiadis & Koutsoyiannis 2002), is utilized to solve the penalized formulation of the optimization problem defined in Equation (6). EAS algorithm employs the concepts of evolutionary search, the downhill simplex scheme and simulated annealing (Rozos et al. 2004). It has demonstrated a robust performance for various pumping optimization problems of coastal aquifers (Kourakos & Mantoglou 2009; Christelis & Mantoglou 2016a, 2016b). Thereinafter, the direct optimization approach with the SWI model will be referred to as VDST-EAS.

The surrogate model

The VDST-EAS approach may considerably increase the required computational effort to get an optimal solution. In some cases, the VDST simulations can be very expensive so that only a small number of them can be utilized to estimate a feasible solution in reasonable computational times (e.g., Christelis & Mantoglou 2016b). In this section, surrogate models are proposed as an alternative method for attaining an improved optimal solution based on a specified number of simulations with the VDST model.

In the pumping optimization problem described in Equation (5), the objective function is just a linear function of the decision variables \( Q_1, Q_2, \ldots, Q_M \) which are the pumping rates, while the constraint functions are computationally expensive to evaluate. There are a variety of surrogate modeling techniques that can be used to approximate the constraints, including kriging, RBF and support vector machines (SVM). This paper employs a cubic RBF model augmented with a linear polynomial tail, in order to build a surrogate model for each of the \( M \) inequality constraint functions \( x_i^{\text{max}}(Q_1, Q_2, \ldots, Q_M) \leq xw_i, i = 1, \ldots, M \). This type of surrogate was chosen because of its prior success when used with some SBO algorithms for constrained black-box optimization (e.g., Regis 2011, 2014). For convenience, denote the decision vector of pumping rates by \( Q = (Q_1, Q_2, \ldots, Q_M) \) and the objective function by \( f(Q) = -\sum_{j=1}^{M} Q_j \), and rewrite each inequality constraint function in the form \( g_i(Q) \leq 0 \), where \( g_i(Q) = x_i^{\text{max}}(Q) - xw_i \). Now, given the vectors \( Q^{(1)}, Q^{(2)}, \ldots, Q^{(m)} \in R^M \) (which are simply referred to as points) where the constraint functions have been evaluated (i.e., so that the values \( g_i(Q^{(1)}), g_i(Q^{(2)}), \ldots, g_i(Q^{(m)}) \) are known for all \( i = 1, \ldots, M \), this paper uses an RBF model of the form (Powell 1992):

\[
S_m(Q) = \sum_{k=1}^{m} \lambda_k \phi\left(\left\| Q - Q^{(k)} \right\|\right) + p(Q) \tag{7}
\]

for each of the \( M \) inequality constraints. Here, \( \phi(r) = r^5 \) (the cubic form), \( \lambda_1, \ldots, \lambda_m \in R \) are coefficients to be determined, and \( p(Q) \) is a linear polynomial whose coefficients also need to be determined. Training the above RBF surrogate model for a constraint function means obtaining suitable values for the coefficients of the RBF part and the polynomial part so that the error between the constraint function and the RBF model at the training points \( Q^{(1)}, Q^{(2)}, \ldots, Q^{(m)} \), is minimized. For the particular RBF model and training method used in this paper, the training error will always be zero, which means that the resulting RBF model passes through all the data points, that is, the surrogate model is an exact emulator. To obtain the coefficients in the above cubic RBF model for the \( i \)th constraint function \( g_i \), define the matrix \( \Phi \in R^{M \times M} \) where \( \Phi_{ki} = \phi\left(\left\| Q^{(k)} - Q^{(i)} \right\|\right) \) and the matrix \( P \in R^{m \times (M+1)} \) whose \( i \)th row is \( (Q^{(1)^T}, \ldots, Q^{(i-1)^T}, Q^{(i)^T}, \ldots, Q^{(m)^T}) \). Moreover, define the vector \( G_i = [g_i(Q^{(1)}), g_i(Q^{(2)}), \ldots, g_i(Q^{(m)})]^T \). Now, the vector of coefficients \( c = [c_0, c_1, \ldots, c_m]^T \) for the RBF part and the coefficients \( \lambda = [\lambda_1, \ldots, \lambda_m]^T \) for the polynomial part are obtained by solving the following system of linear equations:

\[
\begin{pmatrix}
\Phi & P \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
\lambda \\
c
\end{pmatrix}
= 
\begin{pmatrix}
G_i \\
0
\end{pmatrix}
\tag{8}
\]

Under some simple conditions on the training points, namely, that the matrix \( P \) has full column rank, the interpolation matrix in the above system is guaranteed to be
invertible (Powell 1992). Since the above system can be solved quickly and efficiently, even when M is large, the training time for the cubic RBF model is negligible in comparison to the simulation time needed to generate the constraint function values. In all, the computational benefits from the negligible training time of cubic RBF models and their exact interpolation characteristics appear attractive for deterministic pumping optimization problems of large dimensionalities.

SBO optimization using a prediction-based infill strategy

Adaptive SBO methods have been successfully applied in problems of pumping optimization of coastal aquifers. Those approaches managed to reduce the number of input–output patterns required from the surrogate model to provide reasonable approximations of the VDST model during optimization (Sreekanth & Datta 2015). Recently, Christelis & Mantoglou (2016a) applied cubic RBF surrogate models for a pumping optimization problem of coastal aquifers, which involved 10 pumping wells and 10 corresponding constraint functions for each pumping well. In their work, an online training scheme of the RBF models was embedded within the EAS algorithm. Their approach was to add infill points to the initial sampling plan by using the current best solutions found by the RBF model during the optimization operations. This infill strategy favours a fast improvement of the RBF model at the region of the current optimum (local exploitation). However, it neglects the global improvement of the surrogate model and might fail to identify the region of the global optimum (Forrester et al. 2008). In that study, the above approach reduced by 96% the corresponding computational time with the VDST-EAS approach while it successfully located the region of the global optimum. We apply the same method here, in order to test its performance as a basic SBO strategy and evaluate its performance for problems of larger dimensions and under limited computational budgets. The steps of the method, denoted hereinafter as RBF-EAS, are briefly presented below since the details have been presented in Christelis & Mantoglou (2016a):

1. Use a Latin hypercube sampling method to produce the initial population for the EAS algorithm and evaluate the VDST model at these points.
2. Store the initial sampling plan of the evaluation points \( Q^{(1)}, Q^{(2)}, \ldots, Q^{(M)} \), along with the responses of the VDST model for the constraint functions \( g_i(Q), i = 1, \ldots, M \) and train the RBF surrogate models.
3. Run EAS algorithm based on the RBF models and if a new optimum is found, use the VDST model to evaluate the current best solution \( Q \). Add the new input–output data to the initial sampling plan, and re-train the RBF models.
4. Is the computational budget exhausted? If yes, return final solution, else go to step 3.

The ConstrLMSRBF algorithm

The ConstrLMSRBF algorithm (Regis 2011) is an SBO algorithm for constrained black-box optimization that uses the RBF interpolation model described previously, to approximate the black-box objective and inequality constraint functions. In the case of the pumping optimization problem in Equation (5), only the constraint functions are computationally expensive to evaluate. However, in the standard implementation of ConstrLMSRBF, the algorithm also maintains an RBF surrogate model for the objective function. In this case though, since the objective function is linear in the decision variables (the pumping rates), one can mathematically prove that the resulting surrogate will also be linear and will be identical to the objective function, provided there are at least \( M + 1 \) training points.

Before applying ConstrLMSRBF, the variables are rescaled so that the region defined by the bound constraints \([Q_{\min}, Q_{\max}]\) (i.e., the search space) is transformed to the unit hypercube \([0, 1]^M\). ConstrLMSRBF begins by evaluating the objective and constraint functions at a feasible starting point and at the points of a space-filling design, specifically a Latin hypercube design (LHD) with \( 2M + 1 \) points, over the region defined by the bound constraints of the problem, which is now \([0, 1]^M\). Together, the feasible starting point and the LHD points constitute the initial training points. The space-filling design points possibly include infeasible points, and for the version of ConstrLMSRBF used in this paper, the first initial point must be feasible. The requirement of having a feasible point is not unreasonable since in many applications a feasible solution is often available
or easy to obtain, as is the case for the above pumping optimization problem, and the practitioner is simply looking to improve this feasible solution. However, an extension of ConstrLMSRBF in Regis (2014) allows all initial points to be infeasible.

After evaluating the objective and inequality constraint functions at the initial points, RBF models are fit for the objective and constraint functions using all available data points. Then, the algorithm goes through a loop that involves generating a large number of random candidate points obtained by perturbing some (or all) of the coordinates of the current best feasible point using Gaussian distributions with zero mean and with standard deviations that are allowed to vary adaptively depending on performance, to facilitate either local search or global search. When generating a candidate point, the choice of which coordinates of the current best point are perturbed is random, and is controlled by a parameter \( p_{select} \) which is the probability that a given coordinate is perturbed. In the numerical experiments, \( p_{select} \) equals 0.5 or 1. The initial standard deviation of the Gaussian perturbations is set at 0.05 (based on the unit hypercube search space) and it is doubled when the algorithm achieves a certain number of consecutive improvements \( T_{success} \). Moreover, this standard deviation is reduced by a half if the algorithm results in a certain number of consecutive failures \( T_{fail} \) (i.e., iterations with no improvement in the best feasible objective function value). The success threshold and failure tolerance were set to \( T_{success} = 3 \) and \( T_{fail} = \min(\text{max}(p_{select} \times M, 5), 10) \), respectively. Note that the settings of the standard deviation of the Gaussian perturbations (particularly the initial value) biases ConstrLMSRBF towards local search, but provides the opportunity to become more global depending on performance. This strategy was found to be effective in Regis (2011) on high-dimensional and highly constrained problems, including a 124-dimensional automotive application with 68 black-box inequality constraints, when a feasible starting point is provided. This is because when there are many constraints and the current best point is feasible, it is better to be more conservative when perturbing this current best point since it takes only one constraint violation to render a candidate point infeasible.

Next, the algorithm gathers the candidate points that are predicted to be feasible or that have the minimum number of predicted constraint violations. These points will be referred to as the valid candidate points. A candidate point is predicted to be feasible if it satisfies the RBF models of the constraints (i.e., \( S^m_i(Q) \leq 0 \) for \( i = 1, \ldots, M \) where \( S^m_i(Q) \) is the RBF model of the ith constraint function \( g_i(Q) \)). The next point where the simulation will be run (or where objective and constraint functions will be evaluated) is chosen to be the best point among all the valid candidate points according to two criteria: predicted objective function value of the candidate point according to the RBF model of the objective, and its minimum distance from previously evaluated points. More precisely, for each valid candidate point \( Q \), the algorithm calculates a score for the RBF criterion, \( V_{RBF}(Q) \), and a score for the distance criterion, \( V_{DIST}(Q) \). These scores vary from 0 to 1, with the preferred candidate points having scores closer to zero. Then, the next point where the simulation will take place is the valid candidate point \( Q \) that minimizes the value of:

\[
V(Q) = w_{RBF} V_{RBF}(Q) + w_{DIST} V_{DIST}(Q)
\]  

(9)

where \( w_{RBF} \) and \( w_{DIST} \) are the weights for the two criteria and they satisfy \( w_{RBF} + w_{DIST} = 1 \). In the numerical experiments, these weights were fixed to \( w_{RBF} = 0.95 \) and \( w_{DIST} = 0.05 \) to put more emphasis on the RBF criterion. This means that we put more emphasis on selecting a candidate point with good values of the RBF model predictions. However, because the weight for the distance criterion is non-negligible, we also prefer a candidate point that has far from previously evaluated points among those that have good RBF model values. Once the VDST simulation has taken place at the selected valid candidate point, the algorithm re-trains the RBF surrogate model with the new data point. Then it goes back to generating a new set of random candidate points and continues in the same manner as before until the computational budget is exhausted (e.g., the maximum number of VDST simulations has been reached). More details on ConstrLMSRBF can be found in Regis (2011).

Problem settings

Four pumping optimization problems of different dimensionality were solved to test the performance of the algorithms described above. That is, \( M = 10, M = 20, M = 30 \) and \( M = 40 \). For an increase in the number of
pumping wells, the total recharge of the coastal aquifer model was modified accordingly. This change facilitated the comparison of the algorithms by moving the region of the global optimum in a different location. Therefore, for \( M = 10 \) the total recharge was set to 5,409.86 m\(^3\)/day, for \( M = 20 \) the total recharge was set to 6,159.8 m\(^3\)/day, for \( M = 30 \) the total recharge was set to 6,909.8 m\(^3\)/day and for \( M = 40 \) the total recharge was set to 7,659.8 m\(^3\)/ day. For each optimization problem (due to the different total recharge rates) an initial VDST model simulation was performed with no pumping present, until the head and salinity concentration fields reached steady-state. These were used as the initial conditions for the subsequent VDST simulations during the optimization task.

The location of the pumping wells is rather arbitrary since this study worked on a hypothetical aquifer. The base case (10 pumping wells) indicates the location of the wells near the coast boundary. In the other cases (\( M = 20, 30, 40 \)), more pumping wells were added at inland locations. The minimum and maximum pumping flow rate for each well are \( Q_{\text{min}} = 0 \) and \( Q_{\text{max}} = 1,000 \). The lateral recharge was set as 3,696 m\(^3\)/day, 4,446 m\(^3\)/day, 5,196 m\(^3\)/day, 5,946 m\(^3\)/day for the \( M = 10, 20, 30, 40 \) cases, respectively.

Each optimization problem was solved based on a specified budget of VDST simulations. The maximum allowed number of VDST model simulations was set to \( 10 \times M \). Since the optimization methods of this study are based on stochastic operators, a set of 30 independent optimization runs is used for each approach in order to perform an adequate statistical comparison. In addition, for each independent optimization run a new initial population is generated which is applied to all the optimization methods to ensure the same starting conditions.

### RESULTS AND DISCUSSION

The problems with 10 and 20 pumping wells are considered of moderate dimensionality and are grouped together. The problems with 30 and 40 pumping wells are considered of larger dimensionality and are also grouped together. 

Figures 3 and 4 present the performance of the optimization methods based on their average best feasible objective function value among the 30 independent runs as the number of VDST simulations increases. We caution the reader that the plots in Figures 3 and 4 do not show the means of the actual objective function values obtained by the different algorithms as the number of VDST simulations increases. Instead, these are the means of the best feasible values found so far, and this is why the curves tend to be smooth. The error bars represent 95% t-confidence intervals for the mean. That is, the length of each side of the error bars is...
2.045 times the standard deviation of the best feasible objective function values divided by the square root of the number of runs.

Results demonstrate that the SBO methods outperform the direct VDST-EAS optimization for all test problems. The SBO methods were able to improve the objective function value given the available number of simulations with the VDST model. In both SBO frameworks, the objective function value exhibits a rapid improvement after the initial population evaluation in contrast with VDST-EAS. However, in problems where $M = 30$ and $M = 40$, RBF-EAS appears to stall as the computational budget is exhausted. On the other hand, ConstrLMSRBF achieves a continuous improvement of the average objective function value as the number of VDST simulations is increased for all problems. Thus, the combined global and local search capabilities of ConstrLMSRBF algorithm are demonstrated particularly for the higher dimensional problems.

The increasing trend in the curves in Figures 3 and 4, particularly for ConstrLMSRBF, indicate that the optimal solution has not been reached. However, as mentioned in the Introduction, the main purpose of this study is to determine the effectiveness of surrogate modelling in pumping optimization of coastal aquifers given a limited number of simulations of the computationally expensive SWI model. The goal is not to run algorithms until they find the optimal solution because this will take a long time (recall that each simulation is expensive). Rather, we wish to determine how much progress the algorithms can achieve given a very limited computational budget of $10 	imes M$ VDST simulations (i.e., 10 times the problem dimension), which is reasonable in the computationally expensive setting. Besides finding the global minimum of a general 40-D constrained optimization problem is not a realistic goal unless the problem has some special mathematical structure (e.g., convexity of the objective and constraint functions). This is because it will require an astronomically large number of function evaluations to verify if the point obtained (say after the curves plateau) is really the global minimizer. The search space of our 40-D problem has $2^{40} \approx 1.1 \times 10^{12}$ corner points. Hence, even if an optimization solver can perform one billion simulations (and this is typically not done in the literature), it will only be able to perform simulations on 0.09% of all the corner points, and this does not even include any interior points.

Part of the reason for the success of the SBO methods (RBF-EAS and ConstrLMSRBF) compared to VDST-EAS can be attributed to the ability of the RBF surrogates to approximate the objective and constraint functions generally well, at least in the region of the search space where the VDST simulations are performed or at least well enough to direct the simulations into the promising regions. RBF surrogate models have been known to provide accurate and robust function approximations (e.g., see Jin et al. (2001)). Moreover, the RBF surrogates used here are interpolating models, which means that the errors at the data points (i.e., the training errors) are all zero. In addition, it is noteworthy that our SBO methods use dynamically updated surrogates so that the surrogate model error in any given iteration is not as important in succeeding iterations. This is very different from the more traditional approach of fitting a surrogate model once and then performing the search for the optimum simply on the surrogate. In our SBO algorithms, the RBF surrogates are refitted every time a new data point becomes available so that these surrogates constantly improve as the number of data points increases. That is, if one evaluates a point and it turns out that the error between the RBF surrogate and the original VDST model is very large, then in the next iteration of ConstrLMSRBF, this error will become zero because of the interpolating nature of our RBF model. That is, our SBO algorithms essentially learn from their mistakes.

Table 1 exhibits the consistent outperformance of the SBO methods against the direct optimization while ConstrLMSRBF presents the most robust performance with the lowest standard error in most optimization problems. A one-way analysis of variance (ANOVA) test followed by a multiple comparison test was also performed on the best feasible objective function values obtained by the three algorithms at the computational budget of $100 	imes M$ VDST simulations using the built-in MATLAB functions anova1 and multcompare (Statistics and Machine Learning Toolbox 2016). The multiple comparison test used the Tukey–Kramer procedure, which is the default in MATLAB.

Table 2 demonstrates that the $p$-values for the simultaneous comparisons between VDST-EAS and the two SBO strategies are close to zero for all optimization problems. This confirms that the sample means for RBF-EAS and ConstrLMSRBF are statistically significantly better
than the sample mean for VDST-EAS on all problems at the computational budget of 100×M VDST simulations. Furthermore, the comparison between RBF-EAS and ConstrLMSRBF shows that the sample mean for the latter is statistically significantly better than the sample mean for the former, at 100×M VDST simulations for the 30- and the 40-decision variable problems.

### CONCLUSIONS

A single-objective pumping optimization problem of coastal aquifers was solved using both direct and SBO methods. The direct optimization (VDST-EAS) involved the combination of a VDST numerical model with an evolutionary algorithm. The two SBO methods were applied by utilizing the same surrogate models, namely, cubic RBF models. However, they were based on different update strategies for the surrogate model. The first (RBF-EAS) employed a classic prediction-based infill strategy (local exploitation) embedded in the same evolutionary algorithm with the direct optimization framework. The second (ConstrLMSRBF) was based on a comprehensive infill strategy which aims at both local exploitation and global exploration of the decision variable space.

To the best of our knowledge, this is the first time in coastal aquifer management that optimization problems of moderate and large dimensionalities are employed and

---

**Table 1 | Statistics of the best feasible objective function values (best results are highlighted in bold font)**

<table>
<thead>
<tr>
<th>M = 10</th>
<th>Worst</th>
<th>Best</th>
<th>Median</th>
<th>Mean</th>
<th>Standard error (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDST-EAS</td>
<td>$4.3476 \times 10^3$</td>
<td>$4.7003 \times 10^3$</td>
<td>$4.5298 \times 10^3$</td>
<td>$4.5163 \times 10^3$</td>
<td>17.354</td>
</tr>
<tr>
<td>RBF-EAS</td>
<td>$4.4372 \times 10^3$</td>
<td>$4.8203 \times 10^3$</td>
<td>$4.6641 \times 10^3$</td>
<td>$4.6512 \times 10^3$</td>
<td>17.8936</td>
</tr>
<tr>
<td>ConstrLMSRBF</td>
<td>$4.4846 \times 10^3$</td>
<td>$4.7882 \times 10^3$</td>
<td>$4.6545 \times 10^3$</td>
<td>$4.6489 \times 10^3$</td>
<td><strong>13.9262</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>M = 20</th>
<th>Worst</th>
<th>Best</th>
<th>Median</th>
<th>Mean</th>
<th>Standard error (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDST-EAS</td>
<td>$5.0114 \times 10^3$</td>
<td>$5.4526 \times 10^3$</td>
<td>$5.2335 \times 10^3$</td>
<td>$5.2181 \times 10^3$</td>
<td>18.6767</td>
</tr>
<tr>
<td>RBF-EAS</td>
<td>$5.2719 \times 10^3$</td>
<td>$5.5236 \times 10^3$</td>
<td>$5.3875 \times 10^3$</td>
<td>$5.3861 \times 10^3$</td>
<td><strong>12.9824</strong></td>
</tr>
<tr>
<td>ConstrLMSRBF</td>
<td>$5.1976 \times 10^3$</td>
<td>$5.5458 \times 10^3$</td>
<td>$5.3720 \times 10^3$</td>
<td>$5.3719 \times 10^3$</td>
<td>14.7258</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>M = 30</th>
<th>Worst</th>
<th>Best</th>
<th>Median</th>
<th>Mean</th>
<th>Standard error (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDST-EAS</td>
<td>$5.8523 \times 10^3$</td>
<td>$6.2021 \times 10^3$</td>
<td>$6.0452 \times 10^3$</td>
<td>$6.0512 \times 10^3$</td>
<td>15.7283</td>
</tr>
<tr>
<td>RBF-EAS</td>
<td>$6.0187 \times 10^3$</td>
<td>$6.3013 \times 10^3$</td>
<td>$6.2009 \times 10^3$</td>
<td>$6.1752 \times 10^3$</td>
<td>16.0658</td>
</tr>
<tr>
<td>ConstrLMSRBF</td>
<td>$6.0965 \times 10^3$</td>
<td>$6.3580 \times 10^3$</td>
<td>$6.2809 \times 10^3$</td>
<td>$6.2510 \times 10^3$</td>
<td><strong>13.9859</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>M = 40</th>
<th>Worst</th>
<th>Best</th>
<th>Median</th>
<th>Mean</th>
<th>Standard error (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDST-EAS</td>
<td>$6.4507 \times 10^3$</td>
<td>$6.9972 \times 10^3$</td>
<td>$6.7113 \times 10^3$</td>
<td>$6.7164 \times 10^3$</td>
<td>21.8063</td>
</tr>
<tr>
<td>RBF-EAS</td>
<td>$6.5222 \times 10^3$</td>
<td>$7.0690 \times 10^3$</td>
<td>$6.8756 \times 10^3$</td>
<td>$6.8700 \times 10^3$</td>
<td>19.5244</td>
</tr>
<tr>
<td>ConstrLMSRBF</td>
<td>$6.9613 \times 10^3$</td>
<td>$7.1531 \times 10^3$</td>
<td>$7.0990 \times 10^3$</td>
<td>$7.0840 \times 10^3$</td>
<td><strong>8.5851</strong></td>
</tr>
</tbody>
</table>

**Table 2 | p-values from the multiple comparison test among the three optimization frameworks**

<table>
<thead>
<tr>
<th>Optimization frameworks</th>
<th>p-value</th>
<th>M = 10</th>
<th>M = 20</th>
<th>M = 30</th>
<th>M = 40</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDST-EAS</td>
<td>RBF-EAS</td>
<td>$3.365 \times 10^{-7}$</td>
<td>$1.053 \times 10^{-9}$</td>
<td>$4.089 \times 10^{-7}$</td>
<td>$6.426 \times 10^{-8}$</td>
</tr>
<tr>
<td>VDST-EAS</td>
<td>ConstrLMSRBF</td>
<td>$5.158 \times 10^{-7}$</td>
<td>$2.812 \times 10^{-9}$</td>
<td>$9.561 \times 10^{-10}$</td>
<td>$9.561 \times 10^{-10}$</td>
</tr>
<tr>
<td>RBF-EAS</td>
<td>ConstrLMSRBF</td>
<td>$0.994$</td>
<td>$0.799$</td>
<td>$0.0021$</td>
<td>$9.570 \times 10^{-10}$</td>
</tr>
</tbody>
</table>
compared for both direct and SBO methods, based on limited computational budgets. It is also the first time that a generic constrained SBO method (ConstrLMSRBF algorithm) is tested for single-objective pumping optimization problems of coastal aquifers. The results demonstrated an outperformance of the SBO methods against the direct optimization for the case of four different optimization problems with increased dimensionality (from 10 to 40 pumping wells). In particular, the ConstrLMSRBF algorithm is considered a promising SBO method for coastal aquifer management since it located the best solutions and demonstrated a robust performance for all optimization problems. The ANOVA and multiple comparison tests confirmed the statistical significance of the differences in the sample means between the direct optimization and the SBO methods. Furthermore, the use of cubic RBF surrogate models facilitated the simple and fast treatment of a large number of constraint functions (up to 40). In fact, the RBF models produced a negligible computational cost to the optimization runs which is desirable in cases of limited computational budgets.
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