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ABSTRACT

Accurate daily runoff prediction plays an important role in the management and utilization of water resources. In order to improve the accuracy of prediction, this paper proposes a deep neural network (CAGANet) composed of a convolutional layer, an attention mechanism, a gated recurrent unit (GRU) neural network, and an autoregressive (AR) model. Given that the daily runoff sequence is abrupt and unstable, it is difficult for a single model and combined model to obtain high-precision daily runoff predictions directly. Therefore, this paper uses a linear interpolation method to enhance the stability of hydrological data and apply the augmented data to the CAGANet model, the support vector machine (SVM) model, the long short-term memory (LSTM) neural network and the attention-mechanism-based LSTM model (AM-LSTM). The comparison results show that among the four models based on data augmentation, the CAGANet model proposed in this paper has the best prediction accuracy. Its Nash-Sutcliffe efficiency can reach 0.993. Therefore, the CAGANet model based on data augmentation is a feasible daily runoff forecasting scheme.
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HIGHLIGHTS

- Our research proposes a combined neural network model, which shows good prediction performance and high robustness in the prediction of data with strong variability such as daily runoff.
- Our research proposes a simple but useful data processing method, which can effectively improve the prediction performance.
- Compared with other models that predict daily runoff, the model and method proposed in our study have better prediction performance and can provide model basis for daily runoff prediction in other watersheds.

INTRODUCTION

Accurate and timely river flow prediction plays an important role in water resources planning and management, risk assessment, and flood prevention (Wang et al. 2009). A large number of predictive models have been studied over the decades and can be divided into two categories: models based on physical processes and data-driven models. Process-based models have the advantage of describing complex hydrological processes through functions that can provide observations of physical processes, but these models are subject to many empirical assumptions and require a large amount of data (Mehr et al. 2013). The data-driven model is a model based on historical observations. It is an end-to-end model that directly explores the relationship between various historical hydrological
Since the 1970s, statistical data-driven methods such as multiple linear regression and autoregressive moving average (ARMA) have been applied to hydrometeorological forecasting. Studies have shown that when the time series are linear or nearly linear, the statistical model can produce satisfactory predictions, but it cannot capture the nonlinear and non-stationary modes hidden in the time series (Toth et al. 2000). However, the hydrometeorological time series are complex and non-stationary (Nourani et al. 2014). In recent years, machine learning technology has attracted extensive attention because of its strong learning ability and adaptability to modeling the complex nonlinear process. Therefore, various machine learning models, such as artificial neural networks (ANN), adaptive neuro-fuzzy inference systems (ANFIS), genetic programming (GP), and support vector machines (SVM), have been developed and found to be able to produce satisfactory predictions of hydrological processes (Sivapragasam et al. 2001; Moghaddamnia et al. 2009; Citakoglu et al. 2014; Taormina & Chau 2015).

Despite the success of the ANN model, these prediction methods do not take into account the trend, periodicity, and stochastic characteristics of actual hydrological data (Bai et al. 2014). Recurrent neural networks (RNN) are a kind of neural network with memory, specifically designed to understand the dynamics of time. By adding feedback connections to the structure to memorize previous information, RNN architecture can handle tasks involving time series (Shen 2018). Therefore, RNN are suitable for modeling complex hydrological time series predictions (Kumar et al. 2004; Coulibaly & Baldwin 2005). However, it is difficult for traditional RNN to learn the long-term dependence of time series. When back-propagating errors flow through multiple time steps, gradient disappearance and gradient explosion problems will occur (Bengio et al. 1994). In order to solve this problem, two variants of RNN, long short-term memory networks (LSTM) and gated recurrent networks (GRU), have been developed. GRU simplifies the structure of LSTM neural network and improves the learning speed. Some researchers (Kratzert et al. 2018) have studied the potential of LSTM in simulating runoff from multiple river basins through meteorological observations, and found that LSTM has better prediction and generalization capabilities. Multi-layer perceptron (MLP), wavelet neural network (WNN), LSTM network, and GRU network were used to predict the groundwater level in agricultural areas (Zhang et al. 2018), and the results show that LSTM and GRU prediction are better.

Proper data preprocessing can improve the performance of data-driven models (Wu et al. 2009). A large number of studies have shown that, compared with the corresponding single model, the combination of data preprocessing technology and machine learning has higher accuracy in hydrological prediction (Nourani et al. 2014; Ravansalar et al. 2017). In the data preprocessing technology, a wavelet transform (WT)-based processing method can decompose sequence features, which makes WT very popular in hydrological prediction models (Quilty et al. 2019). Similar to WT, convolution neural networks (CNN) use discrete convolution operations based on filter banks to detect and extract invariant structures and hidden features in the data, so it is widely used in various fields. In hydrological prediction, CNN also gradually became popular, and researchers have combined CNN and RNN neural networks for hydrological forecasting (Miao et al. 2019).

Since not all factors in flood forecasting are informative, and irrelevant factors often produce a lot of noise, we need to pay more attention to these useful information factors. However, the original GRU did not have a strong attention ability. To solve this problem, the attention mechanism (AM) was introduced. With the widespread application of AM, researchers began to apply AM to time series prediction (Zhao et al. 2016). The attention mechanism is combined with the LSTM network for flood forecasting (Wu et al. 2018), and the results show that compared with the traditional LSTM and SVM models, its prediction accuracy is higher.

The daily rainfall and daily runoff time series are data series collected in units of days. During the rainy season, rainfall surges and sudden heavy rains are frequent and sharp. This will lead to the decrease of the smoothness of the data collected, and loss of intermediate information in the rainfall–runoff process. This will add difficulty to daily runoff time series prediction, and is a common problem in hydrological time series. In order to solve this problem, this paper adopts the method of linear interpolation (LI) to improve the relative stability of daily interpolation (LI) to improve the relative stability of daily interpolation (LI) to improve the relative stability of data interpolation (LI) to improve the relative stability of data interpolation (LI) to improve the relative stability of data interpolation (LI) to improve the relative stability of data
without changing characteristics such as trend and period. In the study, the linear interpolation is performed twice to augment the data, denoted as First-LI and Second-LI in this paper.

The aim of this study is to combine linear interpolation with combined neural networks to establish a daily runoff prediction framework. Taking a small basin with large daily runoff changes in southwest China as an example, the influence of the combined neural network model on the accuracy of daily runoff prediction after data augmentation was studied. To evaluate the predictive performance of the model based on data augmentation, the model was compared with SVM, LSTM, and AM-LSTM.

METHODS

Studied basin and data

The basin studied in this paper is Qingxi river basin located in Xuanhan County, Sichuan Province, Southwest China. Qingxi river is a mountain stream with a length of 46 km and a drainage area of 297 km². The relative height difference is more than 300–500 m, and the river width is about 15–30 m. The Qingxi river basin is frequently flooded by heavy rain, with the annual maximum flow occurring from May to September, and the maximum in July.

As shown in Figure 1, in Qingxi river basin, there is a basic hydrological station and three rain gauge stations with historical hydrological data, which span from 1 January 1986 to 31 December 2005, including daily rainfall, daily evaporation, and daily runoff data. In Table 1, the data are divided into a training set and test set. The first 18 years are used for model training and validation (the first 16 years of data are used for training and the next two years of data are used for verification), and the last two years are used for model testing. The data came from the Hydrology and Water Resources Bureau of Sichuan Province.

The trend of runoff data can be intuitively seen in Figure 2. The maximum flow of runoff is 453 m³/s, the minimum flow is 0.057 m³/s, and the average flow is 5.627 m³/s.

CAGANet model

Figure 3 shows the structural diagram of CAGANet. The combined neural network structure proposed in this study is composed of a convolutional layer, an AM, and a GRU. In order to improve the robustness of the model, the results of predicting the linear part of the AR model are added. We divide the data into long-term historical data \( \{ X_i \} = X_1, \ldots, X_n \) and short-term data \( S \), where the short-term data \( S \) is used for linear prediction. In this article, \( n = 6 \) was selected through testing. The short-term data reflect a linear response, and the choice is 1 day. The workflow of this model is:

1. divide the data into long-term data \( X \) and short-term data \( S \);
2. input long-term data into the convolutional layer to extract the temporal distribution characteristics of hydrological data variables and the local dependencies between the variables;
3. input the extracted characteristics into the attention mechanism layer, and assign the attention weights to the input;
(4) input the data assigned with the attention weights into the GRU network layer for nonlinear part prediction;
(5) input short-term data $S$ into the AR model to obtain the prediction results of the linear part;
(6) integrate the prediction results of nonlinear and linear parts into the final prediction.

The detailed work of the CAGANet model is described below.

First, the input data are divided into long-term data and short-term data, and then they are input into the convolutional layer without pooling to extract the local dependencies between the input variables and the characteristics of time distribution. Both long-term and short-term data need to enter the nonlinear network. Taking the long-term data as an example, the input variable matrix is $X, X \in \mathbb{R}^{D \times T}$, the convolution kernel size of the convolutional layer is $\omega \times D$, in which $\omega$ is the time dimension, and $D$ is the variable dimension. The expression of the $k$-th filter sweeps through the input matrix $X$, which can be formulated as:

$$h_k = \text{RELU}(W_k \ast X + b_k)$$  \hspace{1cm} (1)

where $\ast$ denotes the convolution operation, the output $h_k$ would be a vector, and the RELU function is $\text{RELU}(x) = \max(0, x)$. We use the zero-padding mode, and the output
matrix vector of the convolutional layer is $d_c \times T_c$, in which $d_c$ represents the number of filters, and $T_c = T - \omega - 1$.

We apply an attention layer (Zhao et al. 2016) to the convolutional layer’s output matrix over the time dimension. That is, we can view the matrix as a sequence of $d_c$ dimensional vectors and the sequence length is $T_c$. We apply attention over the time dimension so that our model can select relative time across all time steps adaptively.

The attention layer is applied to the recurrent network layer, acting on the hidden state of the recurrent network layer. The recurrent component is a recurrent layer with the GRU and uses the RELU function as a hidden activation function. The hidden state of the recurrent unit at time $t$ can be formulated as:

$$r_t = \sigma(x_tW_{xr} + h_{t-1}W_{hr} + b_r)$$

$$u_t = \sigma(x_tW_{xu} + h_{t-1}W_{hu} + b_u)$$

$$c_t = \text{RELU}(x_tW_{xc} + r_t \odot (h_{t-1}W_{hc}) + b_c)$$

$$h_t = (1 - u_t) \odot h_{t-1} + u_t \odot c_t$$

where $\odot$ is the element-wise product, $\sigma$ is the sigmoid function, $x_t$ is the input of this layer at time $t$ and the output is the hidden state of each time stamp of this layer. It is then output to a fully connected layer (FCL). The FCL combines long-term data output and short-term data output to obtain the results of the nonlinear part of the data prediction. The output of the dense layer is computed as:

$$y^D_t = W^D [o_L; o_S] + b$$

in which $o_L = \{o_1; o_2; \ldots; o_T\}$ is the output of long-term historical data prediction, while $o_S$ is the output of short-term historical data prediction, and $y^D_t$ is the nonlinear output of the neural network.

Due to the nonlinearity of the convolutional layer and the recurrent layer, the linear components of daily runoff prediction are not fully predicted. To solve this problem, the traditional AR model is used for linear prediction, and the output of the AR model is $y^L_t, y^L_i \in R^D$. The coefficients of the AR model are $W^{ar} \in R^{p\times r}$ and $b^{ar} \in R^r$, where $p^r$ is the window size of the input matrix, and $S$ is the input variable matrix. In this model, all dimensions share the same linear parameters. The AR model is expressed as follows:

$$y^L_{t,i} = \sum_{k=0}^{p^r-1} w^{ar}_{i,k} s_{t-k,i} + b^{ar}_{i}$$

The final prediction of the CAGANet model is $\hat{y}$, which is obtained by integrating the outputs of the nonlinear part of neural network $y^D_t$ and the linear output of AR model $y^L_t$:

$$\hat{y} = y^D_t + y^L_t$$

In the training process, the mean absolute error (L1-loss) is adopted as the loss function of the prediction task, and the optimization objective is:

$$O(y_T, \hat{y}_T) = \frac{1}{N} \sum_{j=1}^{N} \sum_{t=1}^{D} |(\hat{y}_{T,j} - y^D_{T,j})|$$

where $N$ is the number of training samples and $D$ is the dimension of target data. All neural models were trained using the Adam optimizer.

### Long short-term memory neural network (LSTM)

Long short-term memory neural networks are a special class of RNN that contain a feedback connection that allows past information to affect the current output, making them very effective for tasks involving sequential input (Lecun et al. 2015). There are many studies on flood forecasting based on LSTM neural networks (Qi et al. 2019), and the results show that the LSTM model has a stronger time-lag prediction capability compared with the traditional BP, RBNN and LSSVM models.

### LSTM neural network based on attention mechanism (AM-LSTM)

Human vision can quickly find important target areas while other areas are only roughly analyzed or even ignored. This active, selective mental activity is called the visual attention mechanism (AM). AM originates from the simulation of the human brain’s attention characteristics. Its core idea is to give more attention to important information and less attention to other information, thereby greatly improving the
information receiving sensitivity and processing speed of the concerned area. Strictly speaking, AM is an idea, not a model. Assuming that each element of the input data set consists of a key and a value, the given target is $T$ and the final result is the attention weight, then the core idea of AM can be represented by Figure 4.

Following the development of AM, it began to be applied in various fields, first in image processing and machine translation, and later in time prediction (Zhao et al. 2016). Some researchers have combined AM and LSTM models to predict floods (Wu et al. 2018).

**Evaluation indicators**

In this paper, three statistical methods, including mean absolute error (MAE), root mean square error (RMSE) and Nash–Sutcliffe efficiency (NSE) (Nash & Sutcliffe 1970), are used to measure the performance of the model. These three metrics are defined as follows.

Mean absolute error:

$$
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|
$$

(10)

Root mean square error:

$$
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}
$$

(11)

Nash–Sutcliffe efficiency:

$$
NSE = 1 - \frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{N} (y_i - \bar{y}_i)^2}
$$

(12)

where $N$ is the total number of observations, $y_i$ and $\hat{y}_i$ are the observed and predicted flow, respectively, and $\bar{y}_i$ is the average value of the observed flow. The RMSE value is a good indicator of the goodness of fit at high flow rates, and NSE provides a measure of the model’s predictive power. Generally, higher NSE values and lower MAE and RMSE values indicate a good model. These three statistical methods can well evaluate the performance of hydrological models (Legates & McCabe 1999).

**RESULTS AND DISCUSSION**

**Selection of input variables**

In order to have a better and more effective flood prediction, the thermal map of the linear Pearson correlation coefficients of historical flow, rainfall, evaporation, and flow during the forecast period (F) at each station is drawn in Figure 5. From the thermal map, we can see the linear correlation. Combined with the actual situation, the input variables are the rainfall of the four stations in the past 2 days $R(t-2), R(t-1)$, evaporation in the past day $E(t-1)$, as well as the flow in the past 2 days $F(t-2)$ and $F(t-1)$, a total of 16 characteristics. These 16 features are enhancements to the data, and we used all possible inputs (i.e., $X_1, X_{t-1}, X_{t-2}, ..., X_{t-6}$) for these 16 features, that is, a set of six time-lagged inputs is used to forecast the current value, as shown in Table 2, where $X$ represents 16 input features.

**Selection of parameters**

A grid search was performed on all the adjustable hyperparameters of the LSTM, AM-LSTM, and CAGANet models, and appropriate values were selected from $\{2^2, 2^3, ..., 2^8\}$, and then the optimal parameter setting determined by decreasing or increasing the value. In addition, both the AM-LSTM model and the CAGANet model need to set a suitable time step.

The results in Table 3 show that the number of convolutional layer and GRU neurons suitable for CAGANet model is 16. In addition, both the AM-LSTM model and the CAGANet model need to set a suitable time step. Time step refers to how many input variables the attention mechanism will
Figure 5 | Thermal diagram of Pearson correlation coefficient between input variables and runoff.
notice. These input data will be assigned appropriate weights according to the time step. This process is part of model training. The time step chosen after testing is 6.

### Table 2 | Selection of input variables

<table>
<thead>
<tr>
<th>Station</th>
<th>Feature</th>
<th>Inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nanping, Fengcheng, Laojun, Qingxi</td>
<td>(Rainfall) $R_t, R_{t-1}, R_{t-2}$, $X_t, X_{t-1}, X_{t-2}, \ldots X_{t-6}$</td>
<td></td>
</tr>
<tr>
<td>Qingxi</td>
<td>(Evaporation) $E_t, E_{t-1}$</td>
<td></td>
</tr>
<tr>
<td>Qingxi</td>
<td>(Runoff) $F_t, F_{t-1}$</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3 | Selection of convolutional layer and GRU structure

<table>
<thead>
<tr>
<th>Convolutional structure</th>
<th>GRU structure</th>
<th>NSE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>8 – 8</td>
<td>0.669</td>
<td>19.75</td>
<td>4.40</td>
</tr>
<tr>
<td>16</td>
<td>8 – 8</td>
<td>0.718</td>
<td>17.99</td>
<td>4.36</td>
</tr>
<tr>
<td>8</td>
<td>16 – 16</td>
<td>0.805</td>
<td>14.97</td>
<td>4.04</td>
</tr>
<tr>
<td>16</td>
<td>16 – 16</td>
<td>0.854</td>
<td>12.23</td>
<td>3.11</td>
</tr>
<tr>
<td>32</td>
<td>16 – 16</td>
<td>0.787</td>
<td>15.66</td>
<td>3.79</td>
</tr>
<tr>
<td>32</td>
<td>32 – 32</td>
<td>0.768</td>
<td>16.02</td>
<td>3.89</td>
</tr>
</tbody>
</table>

### Prediction results

The four models were applied to Qingxi river basin of Sichuan province. We have a total of 20 years of data, of which the first 16 years are used to train the model, then two years are used to verify the model, and the last two years are used to test the model. The forecast results of the four models on the last two years of the 20 years data are as follows.

In Figures 6–9, the prediction results of the four models are consistent in the predicted and observed values. The SVM prediction value fluctuates more seriously and the prediction effect is the worst. The peak prediction of CAGANet is closer to the observed values than that of SVM, LSTM, and AM-LSTM, and the overall prediction performance of CAGANet is higher than that of the other three models. In Table 4, CAGANet’s prediction indicator without data enhancement is NSE = 0.854, RMSE = 12.23, MAE = 3.11.

Each of the four models has a number of points where the predicted value is higher than the observed value on the data set without interpolation. This does not affect the
forecast for larger floods, but it is unfriendly for smaller ones. The phenomenon is caused by the instability of the data, so we adopt the method of linear interpolation to make the data relatively stable.

Figures 10–13 present the prediction results on the First-LI data set (data set gained after performing linear interpolation the first time). After the data augmentation, the

Table 4 | Evaluation indicators of the original data set

<table>
<thead>
<tr>
<th>Indicators</th>
<th>NSE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAGANet</td>
<td>0.854</td>
<td>12.23</td>
<td>3.11</td>
</tr>
<tr>
<td>AM-LSTM</td>
<td>0.816</td>
<td>16.22</td>
<td>3.93</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.753</td>
<td>17.28</td>
<td>4.36</td>
</tr>
<tr>
<td>SVM</td>
<td>0.505</td>
<td>22.76</td>
<td>5.41</td>
</tr>
</tbody>
</table>
prediction performance of CAGANet was significantly improved, and its peak value and overall prediction accuracy are far higher than that of the SVM, LSTM, and AM-LSTM. In particular, the predicted value of CAGANet was close to the observed value in terms of peak flow prediction, which was the most concerned by flood forecasting. The predictive performance of the other three models has been improved compared with that before data augmentation, but they still need to improve their peak prediction.

In Table 5, CAGANet’s indicator NSE reached 0.979, which is 12% higher than the original value, and 24%, 12%, and 6% higher than that of SVM, LSTM, and AM-LSTM, respectively. The results show that the data augmentation can effectively improve the accuracy of daily runoff

Figure 11 | Final prediction result and scatter diagram of the LSTM on First-LI original data set.

Figure 12 | Final prediction result and scatter diagram of the LAM-LSTM on First-LI original data set.

Figure 13 | Final prediction result and scatter diagram of the CAGANet on First-LI original data set.
prediction, and also indicate that the generalization ability and robustness of the CAGANet model are better than the other three models.

In order to verify the prediction performance of daily runoff under different data augmentation plans, the prediction of the Second-LI data set was also performed, and the results are shown in Figures 14–17.

Figures 14–17 show the prediction results on the Second-LI data set (data set gained after performing linear interpolation the second time). The CAGANet prediction results are almost coincident with the observed values. In contrast, the peak prediction performance of the LSTM was not significantly improved, and although SVM and AM-LSTM had a better prediction performance compared with their prediction on the First-LI data set, such improvement is relatively slow. In Table 6, the evaluation indicators of the CAGANet model on Second-LI data set NSE = 0.993, RMSE = 2.58, and MAE = 0.6 were obtained, which are 12%, 10%, and 3% higher than that of the SVM, LSTM, and AM-LSTM. In addition, it can be seen that many predicted values of SVM on the Second-LI data set are higher than the observed values, indicating that enhancing data stability cannot improve the prediction accuracy of the SVM model on small values. The results show that CAGANet has good generalization ability and prediction ability.

Comparing the total of 12 prediction results of the four models on the original data set, the First-LI data set, and the Second-LI data set, it can be concluded that the CAGANet prediction results on the data-augmented Second-LI data set are better than the other 11 forecast methods. With the
increase of the stability of the data, the predictive accuracy of results on all four models has improved, among which the most obvious one is the CAGANet model proposed in this paper, which shows that the CAGANet model has good prediction performance.

Ablation experiment

The CAGANet model proposed in this paper is a compound neural network model composed of four modules. In order to verify the contribution of each component of the model to the prediction of daily runoff, several sets of ablation experiments were performed in this paper. In the CAGANet model, the convolutional layer module, the AM module, and the GRU module belong to a tandem structure, while the linear AR module and the first three belong to a parallel structure. Based on this structure, the proposed ablation experiment eliminates the three modules of convolutional layer, AM, and AR, respectively. Then the prediction results after the ablation are analyzed and compared with the prediction results without ablation.

First, we ablated the convolutional layer module. The role of convolutional layer in the entire CAGANet model is to extract the invariant structure and hidden features in the data, and it contains multiple convolution kernels. The convolution kernel is smaller than the input data dimension, and when filtering the data, it locally perceives the information and then synthesizes the global information. The
convolutional layer uses parameters in the same convolution kernel, called weight sharing, which can greatly reduce the amount of calculations. We calculated the predicted time after removing the convolutional layer. It takes 33 seconds for one epoch (training all samples once), and it takes only 10 seconds without removing the convolutional layer. In other words, the time it takes after removing the convolutional layer is more than three times that without removing the convolutional layer.

Figure 18 is a prediction result of convolutional layer ablation on a data set without interpolation. It can be seen from the results that after removing the convolutional layer module, the accuracy of the prediction is reduced, and there are some predicted values that are larger than the observed values. After removing the convolutional layer, there is no feature extraction, and the model needs to process all the details of the data, which leads to an increase in the prediction time. At the same time, the excessive attention to some details leads to the phenomenon that the predicted value is greater than the observed value. The evaluation indicators were MAE = 4.02, RMSE = 15.24, and NSE = 0.786.

Then, we ablated the AM module. AM has been briefly introduced in the section introducing the AM-LSTM model. The role AM plays in the CAGANet model is to assign weights to input variables at a given time step. In a separate GRU structure, a lot of data information is integrated into the hidden vector \( h_{Tx} \) corresponding to the last time step \( T \). But \( h_{Tx} \) is a single vector of a certain length. The representation ability of this single vector and the amount of information it contains are limited, so a lot of information will be lost. AM allows the GRU to consider the hidden state sequence \( \{h_1, h_2, \ldots, h_T\} \) output by the entire encoder at each time step \( t \), thereby storing more information in all hidden state vectors. The GRU can decide which vectors should be given a higher weight when using these vectors.

Specifically, each output \( y_t \) in the target sequence \( \{y_1, y_2, \ldots, y_{T_x}\} \) produced by GRU is based on the following conditional distribution:

\[
P[y_t | y_1, \ldots, y_{t-1}, c_t] = \text{softmax}(W_s \tilde{h}_t) \tag{13}
\]

of which, \( \tilde{h}_t \) is the attentional hidden state vector, and it is formulated as:

\[
\tilde{h}_t = \tanh(W_c [c_t; h_t]) \tag{14}
\]

\( h_t \) is the hidden state of the top level of the GRU, \( c_t \) is the context vector, which is calculated from the hidden vector at the current time step \( h_{Tx} \). \( W_c \) and \( W_s \) are weight parameters. Assume that the sequence length of sample \( x \) is \( T_x \), then \( c_t \) is calculated as follows:

\[
c_t = \sum_{i=1}^{T_x} \alpha_{ti} h_i \tag{15}
\]

where \( \alpha_{ti} \) shows the degree of importance of all vectors in the hidden state sequence, that is, weight allocation, and is...
calculated by the softmax method:

$$
\alpha_{tj} = \frac{\exp(score(h_t, h_j))}{\sum_{j=1}^{T_x} \exp(score(h_t, h_j))}
$$

(16)

And the score function is:

$$
score(h_t, h_j) = h_t^T W_\alpha h_i
$$

(17)

of which, $W_\alpha$ is a parameter matrix.

Figure 19 is a prediction result of AM ablation on a data set without interpolation. It can be seen from the results that the prediction accuracy is not as good as the result with AM, and the accuracy is reduced. In terms of details, many small-value predictions are not accurate with big fluctuation, which indicates bad attention. Comparing the prediction results of LSTM, we find that the results of LSTM also have this problem, but the experimental results using AM have no such phenomenon. The most outstanding feature of AM is the concentration of attention weights. The evaluation indicators are $\text{MAE} = 4.90$, $\text{RMSE} = 17.45$, and $\text{NSE} = 0.712$.

Finally, we ablate the AR module. The role of AR in the CAGANet model is to extract short-term linear prediction results. This module is very simple and was introduced earlier. Figure 20 is a prediction result of AR ablation on a data set without interpolation. It can be seen from the results that the prediction accuracy is not as good as the CAGANet model. The AR module will output linear prediction results, while other modules output nonlinear predictions. The predictions without AR module will lose linear results, so the prediction accuracy is reduced. The evaluation indicators are $\text{MAE} = 4.90$, $\text{RMSE} = 17.45$, and $\text{NSE} = 0.805$.

In summary, no matter which module is ablated, the final prediction accuracy will be reduced. It is experimentally
verified that each module of the CAGANet model proposed in this paper has contributed to daily runoff prediction.

CONCLUSION

In this paper, a combined neural network model CAGANet based on data augmentation is proposed to predict the daily runoff of Qingxi basin in Sichuan province. Compared with single SVM model, neural network models LSTM and AM-LSTM, the proposed CAGANet model has higher prediction accuracy when forecasting on a data set without using data augmentation methods, and its NSE can reach 0.854. In view of the instability of daily hydrological time series, linear interpolation is used to enhance the relative stability of the data in order to further improve the prediction accuracy. The results show that among the four models, the proposed CAGANet model improves its prediction accuracy faster and higher than the other three models with the increase of data stability. These four models all use NSE, RMSE, and MAE evaluation indicators. In the three sets of experimental comparisons, the daily runoff prediction evaluation indicators of the CAGANet model can reach NSE = 0.993, RMSE = 2.58, and MAE = 0.60, and the NSE indicator was 12%, 10%, and 3% higher than that of the SVM, LSTM, and AM-LSTM, respectively. Therefore, the CAGANet model based on data augmentation can effectively improve the accuracy of daily runoff prediction.
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