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ABSTRACT

This study demonstrates an implementation of the prototype quantitative precipitation estimation algorithm using specific attenuation $A$ for S-band polarimetric radar. The performance of $R(A)$ algorithm is assessed, compared to the conventional algorithm using radar reflectivity $Z$, at multiple temporal scales. Because the factor $a$, defined as the net ratio of $A$ to specific differential phase, is a key parameter of the algorithm characterized by drop size distributions (e.g., differential reflectivity $Z_{dr}$ dependence on $Z$), the estimation equations of $a$ and a proper number of $Z_{dr}$–$Z$ samples required for a reliable $a$ estimation are examined. Based on the dynamic estimation of $a$, the event-based evaluation using hourly rain gauge observations reveals that the performance of $R(A)$ is superior to that of $R(Z)$, with better agreement and lower variability. Despite its superiority, the study finds that $R(A)$ leads to quite consistent overestimations of about 10%–30%. It is demonstrated that the application of uniform $a$ over the entire radar domain yields the observed uncertainty because of the heterogeneity of precipitation in the domain. A climatological range-dependent feature of $R(A)$ and $R(Z)$ is inspected in the multiyear evaluation at yearly scale using rain totals for April–October. While $R(Z)$ exposes a systematic shift and overestimation, each of which arise from the radar miscalibration and bright band effects, $R(A)$ combining with multiple $R(Z)$ values for solid/mixed precipitation shows relatively robust performance without those effects. The immunity of $R(A)$ to partial beam blockage (PBB) based on both qualitative and quantitative analyses is also verified. However, the capability of $R(A)$ regarding PBB is limited by the presence of the melting layer and its application requirement for the total span of differential phase (e.g., $3^\circ$), which is another challenge for light rain.

1. Introduction

Quantitative precipitation estimation (QPE) using weather radar has become common and important for many meteorological and hydrological applications such as severe weather warnings and flood forecasting and management (e.g., Zhang et al. 2016; Krajewski et al. 2017). Since its initial deployment in the early 1990s, the QPE algorithm for the U.S. Weather Surveillance Radar-1988 Doppler (WSR-88D) network has evolved according to its hardware and polarimetric upgrades (e.g., Fulton et al. 1998; Istok et al. 2009; Wang et al. 2019). Numerous studies that utilized the dual-polarization (DP) capability have tested a variety of QPE algorithms based on different DP variables and demonstrated the improved accuracy of polarimetric estimates in different conditions and cases (e.g., Ryzhkov et al. 2005a; Wang and Chandrasekar 2010; Cifelli et al. 2011). However, there is still no assurance that such polarimetric estimation methods are consistently superior to the one based on the conventional reflectivity–rain rate relation (see, e.g., Seo et al. 2018).

Attenuation of a radar beam’s power along a propagation path is commonly considered a shortcoming for shorter wavelength radars (e.g., X band), necessitating a correction in rainfall estimation algorithms (e.g., Park et al. 2005; Gorgucci and Chandrasekar 2005). While the attenuation effect at longer wavelengths has been assumed to be negligible, Ryzhkov et al. (2014) demonstrated that rainfall estimation using specific attenuation at S band is less sensitive than that using other radar
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observables to the variability of drop size distributions (DSDs). Specific attenuation $A$, unlike radar reflectivity $Z$, is also immune to radar miscalibration and partial beam blockage (PBB). Because of these benefits, several recent studies (e.g., Cocks et al. 2019; Wang et al. 2019; Wolff et al. 2019; Zhang et al. 2020) have documented development and evaluation of the $A$-based QPE techniques, $R(A)$, for S-band radar.

The Iowa Flood Center (IFC) generates statewide streamflow predictions based on a distributed hydrologic model known as the Hillslope Link Model, driven by a real-time radar-based precipitation product (see Krajewski et al. 2017). This product is a composite of seven WSR-88D radars covering Iowa and has time and space resolutions of five minutes and approximately 0.5 km, respectively. The product is not adjusted with gauge observations. Major QPE challenges that affect IFC’s streamflow prediction include 1) relative biases among different radars that occasionally lead to a noticeable discontinuity at the overlapping areas in the composite product (e.g., Seo et al. 2013) and 2) inconsistent rainfall estimation and its seasonal effect in a region covered by one of the radars arising from PBB at that location (e.g., Keem et al. 2019). To address these challenges, we have adapted and tested the S-band prototype $R(A)$ algorithm documented in Ryzhkov et al. (2014) and Wang et al. (2019). In this paper, we describe the implementation of $R(A)$ within our current real-time QPE framework based on $R(Z)$ and comparatively assess the performance of the adapted $R(A)$ and current $R(Z)$ algorithms.

In section 2, we provide information on the spatial domain and data for WSR-88D radars, temperature sounding retrieved from the numerical weather prediction model analysis, and ground reference data used in this study. Section 3 describes our $R(A)$ implementation and adaptation, as well as the strategies for its performance evaluation at multiple temporal scales. In section 4, we present the evaluation results on the accuracy improvements of $R(A)$ and the uncertainty metrics of the algorithm. In section 5, we summarize our main findings, discuss remaining challenges, and present ideas on how to further improve the performance of $R(A)$.

2. Study domain and data

We apply the $R(A)$ algorithm to the data collected from the WSR-88D radars covering the Iowa domain where the IFC performs extensive flood-related research activities including operational weather monitoring and streamflow forecasting (see Krajewski et al. 2017). As illustrated in Fig. 1, we selected three radars located in Des Moines, Iowa (KDMX); Sioux Falls, South Dakota (KFSD); and La Crosse, Wisconsin (KARX) and processed their observations for the domain within 200 km to produce hourly rainfall estimates. The U.S. National Weather Service (NWS) completed the DP upgrade of the WSR-88D network in 2014, and the DP variables for the three radars shown in Fig. 1 are available from 2013.

a. WSR-88D data

We collected radar Level II volume data (e.g., Kelleher et al. 2007) from Amazon’s big data archive (Ansari et al. 2018) using a data acquisition tool implemented in a system that provides a radar QPE product for a customized space–time domain (Seo et al. 2019). We acquired the KARX data for 1 May–15 June 2013 because of the presence of reliable hourly rain gauge data within the Turkey River basin (see Fig. 1) during this period, which allows us to scrutinize the performance of $R(A)$. The data collection from the KDMX and KFSD radars covers the months of April–October for 2015–17. In this 3-yr period, we excluded cold months because the $R(A)$ method is valid only for liquid precipitation, and the low-altitude freezing level often present in cold months significantly limits the application range of $R(A)$.

The Level II data contain three DP variables: differential reflectivity $Z_{dr}$, copolar correlation coefficient $\rho_{hh}$, and differential phase $\phi_{dp}$. Because unprocessed $\phi_{dp}$ in Level II data is noisy and is wrapped to values ranging from 0° to 360°, a procedure to unwrap and smooth these...
observations is required (e.g., Wang and Chandrasekar 2009). We unwrapped the phase data to values ranging from 0° to 1080° (360° × 3) and then applied smoothing filters. We used the unwrapping (unfolding) and smoothing routines described in the WSR-88D Common Operations and Development Environment (CODE) public package (https://www.weather.gov/code88d/). These routines are commonly used to derive specific differential phase \( \phi_{dp} \) from \( \phi_{dp} \). We also applied an averaging filter along a radial direction for \( Z \) and other DP fields with a specific size of averaging window represented by the number of gates.

b. Temperature sounding data

To define a maximum range to which \( R(A) \) is applicable, we retrieved the vertical temperature profiles from the Rapid Refresh (RAP) model analysis (Benjamin et al. 2016). The RAP is a continental-scale, hourly-updated assimilation and model forecast system based on a 13-km resolution horizontal grid. We created a lookup table that defines a corresponding horizontal RAP grid to each radar polar pixel (0.5° by 250 m) to construct three-dimensional temperature information within a radar domain. We then determined the melting layer (ML) altitude and valid ranges for the \( R(A) \) application (e.g., below the ML) by checking if the temperature at the top of a radar beam at a given location represented by radar range, azimuth, and elevation angle is greater than 5°C. We applied this procedure to all elevation angles in the Level II data, which enabled us to combine the \( R(A) \) estimates from multiple elevation angles.

c. Rain gauge data

We collected rain gauge observations from two different ground networks to evaluate the \( R(A) \) estimates from the three radars shown in Fig. 1. The IFC has operated a dense network consisting of 20 double tipping-bucket rain gauges within the Turkey River basin in Iowa (see Fig. 1). This network was deployed as part of the NASA field campaign known as Iowa Flood Studies (e.g., Seo et al. 2018) for the period of 1–15 June 2013. Because the IFC staff and students regularly visited and maintained the gauges during the campaign period to assure the quality of the collected data, we used their hourly observations to assess detailed aspects of \( R(A) \) performance. The data quality control procedure of these gauges is documented in Seo et al. (2015a).

For a spatially extensive evaluation of the capability of \( R(A) \) (e.g., for radar miscalibration and PBB effects), we also acquired the NWS Cooperative Observer Program (COOP; Mosbacher et al. 1989) rain gauge data for 2015–17. These gauges are well distributed over the study domain as shown in Fig. 1, and there are about 100 gauges within each individual domain of the KDMX and KFSD radars. Because of the well-known issue with these daily gauge totals [see, e.g., Seo et al. (2013) for the report timing error], we accumulated the collected data over time for analyses at longer time scales (e.g., monthly and yearly).

3. Methodology

In this section, we briefly describe estimation procedures associated with the \( R(A) \) approach and provide relevant formulas to derive the central elements and parameters of the approach. Our \( R(A) \) implementation is based on the S-band prototype algorithm documented in Ryzhkov et al. (2014) and Wang et al. (2019), and we discuss the practical adaptation of the prototype algorithm within our existing QPE framework (e.g., Krajewski et al. 2017). This section also outlines testing and evaluation strategies for the estimation of a key parameter in the \( R(A) \) procedures and for the performance of \( R(A) \) compared to that of the \( Z \)-based conventional estimation.

a. Specific attenuation estimation

The estimation procedures of specific attenuation \( A \) proposed by Ryzhkov et al. (2014) used measured (i.e., attenuated) reflectivity \( Z_a \) and path-integrated attenuation (PIA) derived from the total differential phase between ranges \( r_1 \) and \( r_2 \) along the propagation path (e.g., Testud et al. 2000). The calculation steps of \( A \) are formulated in Eqs. (1)–(5):

\[
A(r) = \frac{[Z_a(r)]^\beta C(\beta, \text{PIA})}{I(r_1, r_2) + C(\beta, \text{PIA}) I(r, r_2)},
\]

where

\[
I(r_1, r_2) = 0.46 \beta \int_{r_1}^{r_2} [Z_a(s)]^\beta \, ds,
\]

\[
I(r, r_2) = 0.46 \beta \int_{r}^{r_2} [Z_a(s)]^\beta \, ds,
\]

\[
C(\beta, \text{PIA}) = \exp(0.23 \beta \text{PIA}) - 1,
\]

\[
\text{PIA}(r_1, r_2) = a[\phi_{dp}(r_2) - \phi_{dp}(r_1)].
\]

The value of constant \( \beta \) varies from 0.6 to 0.9 at microwave frequencies, and we use 0.62 as a typical value for S-band radar (Ryzhkov et al. 2014). The factor \( a \) equal to the net ratio of \( A \) to \( K_{dp} \) in Eq. (5) is the key parameter in estimating \( A \) and is generally changing with
temperature and DSD variability. To estimate \( \alpha \), we use the “\( Z_{dr} \) slope (\( Z_{dr} \) dependence on \( Z \))” method, which requires a large number of \( Z_{dr} - Z \) samples (e.g., 30,000 in Wang et al. 2019) to derive a robust relation between \( Z_{dr} \) and \( Z \). In this study, we test three \( \alpha \) estimation equations presented in Eqs. (6)–(8), all of which rely on the \( Z_{dr} \) slope \( K \) and select the best one in terms of QPE accuracy for the remaining analyses. Equations (6) and (8) indicate a nonlinear dependence of \( \alpha \) on \( K \), and a bilinear form presented in Eq. (7) is an approximation of the nonlinear function in Eq. (6) (Wang et al. 2019). Equation (8) allows a dynamic change of the \( \alpha \)-\( K \) relation and was suggested by Ryzhkov and Zrnić (2019). Both Eqs. (6) and (8) were obtained from simulations at S band using DSDs observed in Oklahoma:

\[
\alpha = 0.054 - 1.31K + 10.9K^2, \quad (6)
\]

\[
\alpha = \begin{cases} 
0.049 - 0.75K, & \text{if } K < 0.045 \\
0.015, & \text{if } K > 0.045,
\end{cases} \quad (7)
\]

\[
\alpha = a_1 - a_2K + a_3K^2, \quad (8)
\]

where

\[
a_1 = 0.0530 - 0.0188Z_m + 0.000194Z_m^2,
\]

\[
a_2 = 25.0 - 0.983Z_m + 0.0103Z_m^2, \quad \text{and}
\]

\[
a_3 = 303 - 12.5Z_m + 0.133Z_m^2.
\]

In Eq. (8), \( Z_m \) denotes a maximum reflectivity value (expressed in dBZ) obtained from \( Z_{dr} - Z \) samples used for the \( Z_{dr} \) slope estimation. We collect \( Z_{dr} - Z \) samples from the data at the base scan elevation (e.g., approximately 0.5°) within a 20–120-km range to exclude samples affected by radar beam broadening and overshooting, as well as significant ground clutter (e.g., Morin and Gabella 2007; Hubbert et al. 2009). We then take samples only when a sample’s \( \rho_{hv} \) is greater than 0.98 and calculate median \( Z_{dr} \) values for the selected samples with a 2-dB reflectivity interval, ranging from 20 to 50 dBZ. For a reliable and dynamic \( \alpha \) estimation (e.g., Cocks et al. 2019), we expand the sampling period to several earlier volume observations (i.e., up to 30 min) if the number of \( Z_{dr} - Z \) samples collected from a single volume does not meet our sample size requirement (i.e., 3000). In case we do not have a sufficient number of samples, or estimated \( \alpha \) is not within a range of 0.01–0.04 (see Wang et al. 2019), we use a default \( \alpha \) value (0.015 dB per degree). Because we limit the sampling range, it is often difficult to obtain the recommended number of \( Z_{dr} - Z \) samples (i.e., 30,000) for the \( \alpha \) estimation. To justify the use of a smaller number of \( Z_{dr} - Z \) samples in this study, we performed a simple sensitivity analysis with a variety of sample sizes and examined the effect of \( \alpha \) estimated from different sample sizes on the rainfall estimation accuracy. This analysis provides some insight into a future development for a multiple \( \alpha \) estimation by splitting collected samples into different rainfall regimes (e.g., DSDs) while the current approach applies a uniform \( \alpha \) value over the entire radar domain at a given observation time.

b. Precipitation estimation

Once we quantify specific attenuation \( A \) along a radial direction using Eq. (1) and define the melting layer range based on the retrieved temperature sounding from the RAP analysis, we apply Eq. (9) to estimate the amounts of liquid precipitation (e.g., pure rain) for the regions below the ML. We note that Eq. (9) is applicable only if the total span of \( \phi_{dp} \) over a rain segment is greater than a predefined threshold (e.g., 3° in this study) because of the inherent noisiness of \( \phi_{dp} \). Otherwise, we use \( R(Z) \) presented in Eq. (10). If precipitation is classified as hail based on a reflectivity threshold (e.g., 53 dBZ), \( K_{dp} \)-based estimation provided in Eq. (11) is more appropriate. For solid and mixed (solid/liquid) precipitation within and above the ML, Eq. (10) is selectively applied depending on the classified hydrometeor types (see, e.g., Istok et al. 2009). Our hydrometeor classification scheme employs polarimetric signatures of ice and dry/wet snow illustrated in Straka et al. (2000) and Ryzhkov et al. (2005b) in conjunction with the ML information. Because the solid and mixed precipitation estimation and its quantitative evaluation are still challenging, we attempted to minimize the effect of those precipitation estimates on our \( R(A) \) performance evaluation. The evaluation strategy is provided in the next subsection. Our estimators of rainfall rate are as follows:

\[
R(A) = 4120A^{1.03}, \quad (9)
\]

\[
R(Z) = 0.017Z^{0.714}. \quad (10)
\]

For locations classified as wet snow these estimates are reduced to 60%, for dry snow within the ML they remained unchanged, for dry snow above the top of the ML they are multiplied by 2.8, the same as for ice crystals:

\[
R(K_{dp}) = 29.0K_{dp}^{0.77}. \quad (11)
\]

After applying Eqs. (9)–(11) to the observed data and generating rain rate maps at the several lowest elevation
angles, we combine these rain rate estimates using a linear weighting scheme. A nonparametric kernel function (e.g., lognormal) assigns a greater weight to the elevation angle data closer to a predefined constant altitude (e.g., 1.5 km). This hybrid scan approach tends to mitigate significant ground clutter effects at the ranges close to the radar site (e.g., Fulton et al. 1998; Seo et al. 2011). We eliminated the nonmeteorological radar echoes (e.g., ground clutter, anomalous propagation, and wind farm effects) using a combination of data quality control methods described in Seo et al. (2015b, 2020).

c. Performance evaluation

We evaluate the \( R(A) \) performance in two different ways using different datasets: 1) the KARX radar and hourly rain gauge data collected over the Turkey River basin and 2) the KDMX and KFSD radar data and daily reports from the COOP rain gauges extensively distributed over the Iowa domain. The first evaluation aims to determine an effective \( \alpha \) estimation method by testing Eqs. (6)–(8) and a suitable \( Z_{\alpha r}-Z \) sample size for the \( Z_{\alpha r} \) slope calculation that can lead to robust \( \alpha \) and following rainfall estimation. To minimize the effect of solid and mixed precipitation, we included liquid precipitation estimates only in the evaluation using the retrieved ML information. In other words, we excluded hourly radar–gauge (RO) pairs from the analysis if radar estimates at any time stamps within an hourly span are contaminated by the ML. This hourly assessment also inspects the detailed performance of \( R(A) \) with respect to many different rainfall events during the 6-week period, which reveals event-dependent performances. For some event cases that show relatively weak performance (over- or underestimation), we examine a probable uncertainty factor associated with the \( Z_{\alpha r}-Z \) relation and compare the relation with the one corresponding to the cases with good performance.

The second evaluation, using multiple-year data based on the sample size and the \( \alpha \) estimation equation selected from the first evaluation, provides comprehensive analyses to demonstrate the improvements and practical challenges of \( R(A) \). Unlike the first evaluation, these analyses include estimates from solid and mixed precipitation. As such, there should be clear effects of those precipitation estimates on the performance of our \( R(A) \) algorithm selectively combined with \( R(Z) \) in Eq. (10). Because these effects can be revealed well in climatological tendency at different ranges, we compare the range-dependent feature from our \( R(A) \) algorithm with that of conventional \( R(Z) \) which typically exposes a climatological pattern associated with the ML (e.g., Krajewski et al. 2011). We also assess the well-known improvements achievable by \( R(A) \) concerning the radar miscalibration and PBB effects and discuss the practical limitation for this improvement.

To quantitatively measure the performance of \( R(A) \), we use the multiplicative bias (\( B \)) represented by the ratio of radar estimates to gauge observations, correlation coefficient (\( r \)), mean absolute error (\( \text{MAE} \)), and root-mean-square error (\( \text{RMSE} \)). The bias value greater or smaller than unity (1.0) indicates an overestimation or underestimation of radar estimates, respectively. For better representation and understanding of the results, we normalize the \( \text{MAE} \) and \( \text{RMSE} \) values (e.g., NMAE and NRMSE) by the mean of rain gauge observations and provide them as percentages in some cases. The detailed formulas of performance metrics are provided in Eqs. (12)–(15):

\[
B = \frac{\sum_{i=1}^{n} R_{ij}}{\sum_{i=1}^{n} G_{ij}},
\]

\[
r = \frac{\sum_{i=1}^{n} \sum_{j=1}^{nt} (R_{ij} - \overline{R})(G_{ij} - \overline{G})}{\sqrt{\sum_{i=1}^{n} \sum_{j=1}^{nt} (R_{ij} - \overline{R})^2} \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{nt} (G_{ij} - \overline{G})^2}},
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{nt} |R_{ij} - G_{ij}|,
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{nt} (R_{ij} - G_{ij})^2},
\]

where \( R_{ij} \) and \( G_{ij} \) indicate the \( j \)th hour radar estimate and gauge observation at the \( i \)th gauge location, respectively. The variables \( n \) and \( t \) denote the number of rain gauges and total hours in the evaluation period. The terms \( \overline{R} \) and \( \overline{G} \) are the radar and gauge mean values.

4. Results

In this section, we use hourly radar estimates and gauge observations to test and find the optimal \( \alpha \) estimation equation and \( Z_{\alpha r}-Z \) sample size for robust \( \alpha \) estimation using the data from the KARX radar and the IFC rain gauges shown in Fig. 1. Using these decisions regarding the \( \alpha \) estimation, we then evaluate the performance of \( R(A) \) estimates generated at multiple temporal scales. For a shorter-scale evaluation, we use the same hourly data as used in the determination procedure for \( \alpha \) estimation. On the other hand, a longer-scale analysis evaluates the overall and range-dependent aspects of \( R(A) \) performance using the multiple-year
data collected from the KDMX and KFSD radars and daily COOP rain gauges.

a. Determination for $\alpha$ estimation

Figure 2 shows the RG comparison results regarding $R(Z)$ and three $R(A)$ estimates using the different $\alpha$ equations provided in Eqs. (6)–(8). The dots in Fig. 2 indicate hourly RG pairs for the 20 rain gauge locations together, and Fig. 2 does not include the pairs affected by the ML during the period of 1 May–15 June 2013. In Fig. 2, the $R(Z)$ estimates show highly scattered distribution while the $R(A)$ estimates demonstrate significant improvements in terms of scatter and agreement with gauge observations. Of the three $\alpha$ estimation equations, the result using Eq. (6) seems slightly better than the one using Eq. (7) based on the statistical metrics, and the Eq. (8) based estimation yielded considerable systematic overestimations. The observed tendency of about 25% overestimation of the two $R(A)$ estimates using Eqs. (6) and (7) tends to depend on the representativeness of estimated $\alpha$ with respect to precipitation systems that passed over the rain gauge locations. We will discuss this overestimation issue further in this section employing two example events.

Based on the results shown in Fig. 2, we decided to use Eq. (6) in estimating $\alpha$ for the rest of the analyses in this study. To test the effect of the $Z_{dr}-Z$ sample size on the $\alpha$ estimation and following QPE accuracy, we performed a simple sensitivity analysis using a variety of sample sizes. The sensitivity analysis aims to reveal how the accuracy of $R(A)$ estimates changes with respect to $\alpha$ derived from the collected $Z_{dr}-Z$ samples that meet the requirement for the minimum number of samples ranging from 3000 to 50 000. If the number of samples did not meet this requirement at a certain (radar volume) observation time, we excluded the corresponding hour from the RG analysis. In the sensitivity analysis, the RG analysis hours decrease (see Table 1) as the minimum number of samples increases (e.g., the requirement becomes stricter). This is because of the increasing hours containing a smaller number of $Z_{dr}-Z$ pairs than the required sample size, which are excluded from the metrics calculation. The analysis results are presented in Table 1, and Fig. 3 illustrates the change of calculated statistical metrics and RG analysis hours for different $Z_{dr}-Z$ sample sizes. In Fig. 3, the change of bias and correlation does not seem to be sensitive to the number of $Z_{dr}-Z$ samples, at least for the tested sample sizes in Table 1. Therefore, we determined the required number of $Z_{dr}-Z$ samples in our algorithm implementation to be the smallest sample size used in Table 1 (i.e., 3000). We note that MAE/RMSE and their normalized values in Table 1 behave oppositely with respect to the sample size, and this is because of the increasing gauge mean as the required sample size becomes greater.

b. Shorter-scale evaluation

Over the Iowa domain shown in Fig. 1, the selected period from 1 May through 15 June 2013 was fairly wet, containing many different rain events characterized by convective/stratiform or heavy/light rain. By inspecting rain gauge records and radar maps acquired from the field experiment (e.g., Seo et al. 2018), we selected 12 rain events that were not affected by the low-level ML and snow cases. Table 2 lists their individual periods, maximum rainfall intensity, and RG evaluation metrics for $R(A)$ and $R(Z)$. The performance metrics associated with the maximum intensity indicate that there is still a challenge for both $R(A)$ and $R(Z)$ in relatively light rain cases (e.g., maximum intensity < 10.0 mm h$^{-1}$).
Because our $R(A)$ implementation applies $R(Z)$ to the rain segments where the total $\phi_{dp}$ change along a radial direction is not sufficient ($<3^\circ$), the performance of $R(A)$ does not seem to be better than that of $R(Z)$ for the light rain cases in Table 2. Figure 2 demonstrates the overall improvements of $R(A)$ during the entire 6-week period, and the performance metrics for most intense rain cases in Table 2 confirm the superiority of $R(A)$ to $R(Z)$.

We chose four intense rain events from Table 2 as representative cases and illustrate their scatterplots in Fig. 4 to scrutinize the detailed aspects of case-dependent $R(A)$ performance. As shown in Fig. 4, the agreement between the hourly RG pairs seems much better for $R(A)$ than for $R(Z)$, and the statistical metrics (e.g., $r$, MAE, and RMSE) from all four cases verify that $R(A)$ significantly outperforms our current $R(Z)$ QPE except for the overestimation tendency observed, particularly from event 3. To investigate this overestimation tendency, we present the temporal variation of estimated $\alpha$ and bias, two instantaneous base reflectivity maps within the hours of interest (e.g., based on bias), and the estimated $Z_{dr}$ slope and $\alpha$ at the two instances in Fig. 5. As shown in Fig. 5, the bias change implies consistent overestimations over the entire event, and we selected two times indicated by the red and blue dots that recorded the highest and lowest biases. The reflectivity maps in Fig. 5 show the $Z_{dr}$–$Z$ sampling range represented by the black circle and the spatial pattern of precipitation within the Turkey River basin boundaries (white solid line) where the rain gauges are located. From these reflectivity maps, we can observe the differences of precipitation patterns between the sampling range and the basin area, which primarily cause the estimation uncertainty of $\alpha$. Because we assume that an estimated $\alpha$ value from the sampling range is homogeneous, the heterogeneity of precipitation systems within a radar domain often leads to under- or overestimation depending on the situation (Wang et al. 2019; Cocks et al. 2019). In the reflectivity map at 1413 UTC, precipitation was observed primarily in the northwestern region of the basin.

### Table 1. Sensitivity analysis results of $R(A)$ estimates with respect to the number of $Z_{dr}$–$Z$ samples. The sensitivity was analyzed based on the hourly RG evaluation. The statistical metrics provided in the table are the multiplicative bias $B$, correlation coefficient $r$, MAE, and RMSE. NMAE and NRMSE indicate normalized percentage (%) using the gauge mean value. The definitions of these metrics are presented at the end of section 3.

<table>
<thead>
<tr>
<th>Minimum No. of $Z_{dr}$–$Z$ pairs</th>
<th>No. of RG hours (h)</th>
<th>$B$</th>
<th>$r$</th>
<th>MAE (mm)</th>
<th>RMSE (mm)</th>
<th>NMAE (%)</th>
<th>NRMSE (%)</th>
<th>Gauge mean (mm h$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>326</td>
<td>1.25</td>
<td>0.95</td>
<td>0.50</td>
<td>1.45</td>
<td>41.3</td>
<td>119.0</td>
<td>1.22</td>
</tr>
<tr>
<td>4000</td>
<td>303</td>
<td>1.25</td>
<td>0.95</td>
<td>0.55</td>
<td>1.51</td>
<td>41.3</td>
<td>114.0</td>
<td>1.33</td>
</tr>
<tr>
<td>5000</td>
<td>285</td>
<td>1.25</td>
<td>0.95</td>
<td>0.59</td>
<td>1.57</td>
<td>41.3</td>
<td>109.9</td>
<td>1.43</td>
</tr>
<tr>
<td>6000</td>
<td>278</td>
<td>1.25</td>
<td>0.95</td>
<td>0.61</td>
<td>1.60</td>
<td>41.2</td>
<td>107.9</td>
<td>1.48</td>
</tr>
<tr>
<td>7000</td>
<td>274</td>
<td>1.25</td>
<td>0.95</td>
<td>0.62</td>
<td>1.61</td>
<td>41.1</td>
<td>107.0</td>
<td>1.50</td>
</tr>
<tr>
<td>8000</td>
<td>267</td>
<td>1.25</td>
<td>0.95</td>
<td>0.63</td>
<td>1.63</td>
<td>41.0</td>
<td>105.8</td>
<td>1.54</td>
</tr>
<tr>
<td>9000</td>
<td>254</td>
<td>1.25</td>
<td>0.95</td>
<td>0.67</td>
<td>1.68</td>
<td>40.8</td>
<td>102.8</td>
<td>1.63</td>
</tr>
<tr>
<td>10 000</td>
<td>246</td>
<td>1.24</td>
<td>0.95</td>
<td>0.69</td>
<td>1.71</td>
<td>40.8</td>
<td>100.8</td>
<td>1.69</td>
</tr>
<tr>
<td>12 000</td>
<td>234</td>
<td>1.26</td>
<td>0.95</td>
<td>0.71</td>
<td>1.74</td>
<td>41.3</td>
<td>101.3</td>
<td>1.72</td>
</tr>
<tr>
<td>14 000</td>
<td>218</td>
<td>1.25</td>
<td>0.95</td>
<td>0.73</td>
<td>1.77</td>
<td>41.1</td>
<td>100.3</td>
<td>1.77</td>
</tr>
<tr>
<td>16 000</td>
<td>202</td>
<td>1.25</td>
<td>0.95</td>
<td>0.74</td>
<td>1.80</td>
<td>40.6</td>
<td>99.1</td>
<td>1.82</td>
</tr>
<tr>
<td>18 000</td>
<td>190</td>
<td>1.23</td>
<td>0.95</td>
<td>0.73</td>
<td>1.74</td>
<td>39.4</td>
<td>93.9</td>
<td>1.85</td>
</tr>
<tr>
<td>20 000</td>
<td>183</td>
<td>1.23</td>
<td>0.95</td>
<td>0.75</td>
<td>1.77</td>
<td>39.2</td>
<td>92.0</td>
<td>1.92</td>
</tr>
<tr>
<td>24 000</td>
<td>167</td>
<td>1.24</td>
<td>0.94</td>
<td>0.80</td>
<td>1.83</td>
<td>40.0</td>
<td>91.5</td>
<td>2.00</td>
</tr>
<tr>
<td>28 000</td>
<td>154</td>
<td>1.23</td>
<td>0.94</td>
<td>0.81</td>
<td>1.85</td>
<td>39.0</td>
<td>89.1</td>
<td>2.08</td>
</tr>
<tr>
<td>32 000</td>
<td>141</td>
<td>1.23</td>
<td>0.94</td>
<td>0.85</td>
<td>1.93</td>
<td>38.1</td>
<td>86.3</td>
<td>2.24</td>
</tr>
<tr>
<td>36 000</td>
<td>131</td>
<td>1.22</td>
<td>0.94</td>
<td>0.88</td>
<td>1.99</td>
<td>37.4</td>
<td>84.4</td>
<td>2.35</td>
</tr>
<tr>
<td>40 000</td>
<td>127</td>
<td>1.21</td>
<td>0.94</td>
<td>0.89</td>
<td>2.01</td>
<td>37.0</td>
<td>84.0</td>
<td>2.39</td>
</tr>
<tr>
<td>45 000</td>
<td>117</td>
<td>1.21</td>
<td>0.95</td>
<td>0.91</td>
<td>2.02</td>
<td>36.8</td>
<td>81.7</td>
<td>2.48</td>
</tr>
<tr>
<td>50 000</td>
<td>106</td>
<td>1.23</td>
<td>0.95</td>
<td>0.99</td>
<td>2.11</td>
<td>36.2</td>
<td>77.1</td>
<td>2.73</td>
</tr>
</tbody>
</table>
the estimated $\alpha$ value (0.0212 dB per degree) was not close to the one for intense rain (e.g., typically 0.0150 dB per degree for convective rain), although several convective systems passed over the basin between 1400 and 1500 UTC. Therefore, the use of greater $\alpha$ yielded the significant overestimation observed for this hour. We confirmed this overestimation tendency from the hourly RG values (i.e., 11.6 versus 6.6 mm) at one of the rain gauge locations on the path of intense rainfall systems. The second reflectivity map at 1639 UTC shows that the estimated $\alpha$ (0.0174 dB per degree) is closer to the convective one, which mitigated the degree of overestimation for the intense rain area that is relatively smaller compared to the case at 1413 UTC. We also confirmed that there were some underestimations at the rain gauge locations indicated by yellow and green areas because the $\alpha$ value used was smaller than the typical one for light rain (e.g., 0.0350 dB per degree for stratiform rain). However, we found that the degree of underestimation tended to be much smaller than that of overestimation, which often

Table 2. List of selected rain events during the period of 1 May–15 June 2013 and hourly RG evaluation results quantified by the statistical metrics.

<table>
<thead>
<tr>
<th>Event</th>
<th>Event period (UTC)</th>
<th>Maximum intensity (mm h$^{-1}$)</th>
<th>$R(Z)$</th>
<th>$R(A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$B$</td>
<td>$r$</td>
</tr>
<tr>
<td>1</td>
<td>1000 UTC 19 May–0900 UTC 20 May</td>
<td>29.5</td>
<td>1.05</td>
<td>0.88</td>
</tr>
<tr>
<td>2</td>
<td>0100–0700 UTC 21 May</td>
<td>21.6</td>
<td>1.06</td>
<td>0.89</td>
</tr>
<tr>
<td>3</td>
<td>1200–1900 UTC 26 May</td>
<td>14.6</td>
<td>0.69</td>
<td>0.78</td>
</tr>
<tr>
<td>4</td>
<td>0900–1200 UTC 28 May</td>
<td>4.6</td>
<td>1.03</td>
<td>0.62</td>
</tr>
<tr>
<td>5</td>
<td>2000 UTC 29 May–0600 UTC 30 May</td>
<td>44.1</td>
<td>0.85</td>
<td>0.78</td>
</tr>
<tr>
<td>6</td>
<td>2200 UTC 30 May–0000 UTC 31 May</td>
<td>19.2</td>
<td>1.00</td>
<td>0.92</td>
</tr>
<tr>
<td>7</td>
<td>1200 UTC–4 Jun 0500 UTC 5 Jun</td>
<td>2.0</td>
<td>2.54</td>
<td>0.82</td>
</tr>
<tr>
<td>8</td>
<td>0800 UTC 5 Jun–0200 UTC 6 Jun</td>
<td>5.5</td>
<td>0.94</td>
<td>0.76</td>
</tr>
<tr>
<td>9</td>
<td>2100 UTC 8 Jun–0200 UTC 10 Jun</td>
<td>3.1</td>
<td>0.82</td>
<td>0.74</td>
</tr>
<tr>
<td>10</td>
<td>1000–1300 UTC 12 Jun</td>
<td>37.2</td>
<td>1.42</td>
<td>0.95</td>
</tr>
<tr>
<td>11</td>
<td>2100 UTC 12 Jun–0300 UTC 13 Jun</td>
<td>29.3</td>
<td>1.17</td>
<td>0.87</td>
</tr>
<tr>
<td>12</td>
<td>1000 UTC 19 May–0900 UTC 20 May</td>
<td>3.9</td>
<td>2.13</td>
<td>0.82</td>
</tr>
</tbody>
</table>

FIG. 4. Scatterplots of hourly RG comparisons for four intense rain cases in Table 2 to evaluate the improvements of $R(A)$ vs $R(Z)$. The statistical metrics provided in the figure are the multiplicative bias $B$, correlation coefficient $r$, MAE, and RMSE. The numbers of nonzero RG pairs included in the comparisons are 131, 83, 135, and 84 for events 1, 3, 5, and 11, respectively.
hides (or dominates) the underestimation tendency in mesoscale convective systems (MCS) where the convective and stratiform systems exist together. This is somewhat consistent with the fact that the bias ratios of $R(A)$ shown in Tables 1 and 2 and Figs. 2 and 4 are all greater than unity.

Figure 6 illustrates the same analysis as Fig. 5 for event 5. We selected this case because it illustrates the greatest improvement of the $R(A)$ estimator. The event is characterized by MCS where a widespread stratiform system follows a strong convective line as shown in the reflectivity maps of Fig. 6. The first reflectivity map at 2024 UTC 29 May demonstrates that there is no contribution of stratiform rain in both the sampling range and the basin area. Therefore, the estimated $\alpha$ value (0.0146 dB per degree) was close to that of a convective $\alpha$ value, which led to a quite accurate rainfall estimation (the bias ratio for this hourly window was about 1.0) for the basin area. On the other hand, the $\alpha$ value (0.0190 dB per degree) for the second map at 0048 UTC 30 May was greater than the $\alpha$ value at 2024 UTC 29 May due to the contribution of a substantial portion of stratiform rain in the sampling range. This caused similar overestimations to the cases shown in Fig. 5 for the convective areas within the basin in Fig. 6. The RG values between 0000 and 0100 UTC 30 May at two locations in the middle of basin where convective systems passed were 12.4 versus 7.0 and 18.6 versus 8.4 mm, respectively. We also inspected other events (e.g., events 8 and 10) in which $R(A)$ showed worse performance than $R(Z)$ and confirmed that the observed overestimations of $R(A)$ were caused by the use of uniform $\alpha$ as illustrated in Figs. 5 and 6.

c. Longer-scale evaluation

The evaluation in this section focuses on the overall performance of $R(A)$ at longer time scales (e.g., yearly rain totals from April to October) and its well-known immunity to radar miscalibration and partial beam blockage effects (e.g., Ryzhkov et al. 2014). We clarify that the $R(A)$ estimates presented in this section were generated using a combination of $R(A)$ for liquid precipitation and multiple $R(Z)$s for solid/mixed precipitation. We used 3-yr data for the KDMX and KFSD radars and the daily COOP rain gauges for the evaluation. The coverage of the two radars and the spatial distribution of the COOP gauges within each radar domain are shown in Fig. 1. As we stated that our current $R(Z)$ approach for KFSD has yielded significant underestimations due to the PBB effect, we demonstrate the capability of $R(A)$ regarding PBB and some practical challenges through this evaluation.
We generated KDMX and KFSD radar estimates for the years of 2015–17 using Eq. (9) for liquid precipitation and Eq. (10) for solid and mixed precipitation. The RG evaluation results for $R(Z)$ and $R(A)$ at rain total scale accumulated for April through October are compared in Fig. 7. In Fig. 7, the gray and orange dots denote $R(Z)$ and $R(A)$ estimates, respectively. We recognize from Fig. 7 that the utilization of $R(A)$ results in the mitigation of the opposite tendencies of overestimation and underestimation exhibited by the $R(Z)$ algorithm both for the KDMX and KFSD radars. Moreover, the scatters of $R(A)$ are considerably reduced compared to those of $R(Z)$, and the statistical metrics presented in the scatterplots confirm better agreement of the $R(A)$ estimates with the ground reference data. Figure 8 shows the same analysis as Fig. 7, but with a different representation to expose range-dependent systematic tendencies of both estimates. The $R(Z)$ for KDMX in Fig. 8 shows a typical signature of reflectivity-based estimates affected by the radar miscalibration and ML effects. The shift of gray dots above unity (red solid line) within 100 km for KDMX indicates systematic overestimation caused by radar miscalibration, and the bump observed at the 100–150 km range exhibits the impact of the ML (e.g., Krajewski et al. 2011). On the other hand, $R(A)$ estimates for both radars in Fig. 8 are much closer to and better aligned along the unity line, indicating that the effect of radar miscalibration observed in $R(Z)$ is almost eliminated. The statistical metrics provided in Fig. 8 were calculated for the range within 100 km to exclude the ML effect and attest to the superiority of $R(A)$ with respect to $R(Z)$. It becomes clear from Fig. 8 that quite a few of $R(A)$’s overestimations (KDMX) and underestimations (KFSD) shown in Fig. 7 were from far ranges for both radars. This represents a practical limitation of $R(A)$ application because the $R(A)$ algorithm is valid only for pure rain for the region below the ML.

To examine KFSD’s PBB effect, we present the rainfall accumulation maps for the entire month of September 2016 in Fig. 9. In Fig. 9, we can detect clear PBB effect in the two inset areas labeled (a) and (b) of the $R(Z)$ accumulation map, whereas the $R(A)$ map shows much alleviated PBB patterns for the two areas. In the $R(A)$ map of Fig. 9, the weak PBB effect still appears at the range between 100 and 150 km in both (a) and (b) areas. This can occur when the ML is located lower than an altitude corresponding to 150-km range, or when the total span of $\phi_{dp}$ over a rain segment at this range is smaller than 38 (e.g., light rain). We quantified the PBB effect in Fig. 10 based on RG comparison for the rain gauge locations in part of the Iowa domain where the PBB effect is significant. The selected rain gauges (black dots) for the PBB evaluation are shown in Fig. 9. Figure 10 demonstrates that the significant underestimations by PBB in $R(Z)$ were improved in $R(A)$,
and the $R(A)$ estimates within 150 km seem to agree with ground observations. The $R(A)$ estimates over 150 km show some consistency with the ones at similar ranges in Fig. 8 because of the ML effect. We note that the example case for September 2016 is a good instance to demonstrate the immunity of $R(A)$ to the PBB effect, and many other months when light rain occurred frequently might not show this improvement for PBB due to the requirement of $\phi_{dp}$ change.

5. Summary and discussion

We examined the performance of the S-band prototype specific attenuation algorithm (e.g., Wang et al. 2019) implemented in the IFC’s existing QPE framework (e.g., Krajewski et al. 2017) with some practical adaptations of the prototype algorithm. The study aims to improve understanding of the new algorithm’s strengths and weaknesses in its practical (e.g., operational) implementation motivated by real-time streamflow forecasting. There are several novel aspects of this study compared to the earlier ones (e.g., Wang et al. 2019; Cocks et al. 2019; Zhang et al. 2020). These include 1) the evaluation of multiple $\alpha$ estimation equations; 2) using actual example cases to demonstrate how the use of uniform $\alpha$ generates QPE errors with their temporal aspects (i.e., from hour to hour); and 3) investigating the impact of reduced number of $Z_{dr}$–$Z$ samples (e.g., 3000 versus 30 000) on the QPE accuracy for future improvement of $\alpha$ estimation.

We comparatively evaluated the performance of $R(A)$ with that of our conventional estimation based on $R(Z)$ at multiple temporal scales. For a shorter-scale evaluation, we used a high-density, high-quality rain gauge network deployed within the Turkey River basin in Iowa (see Fig. 1) as ground reference. Using this hourly dataset, we tested three $\alpha$ estimation equations offered in Eqs. (6)–(8) and selected Eq. (6), a quadratic function of the estimated $Z_{dr}$ slope, as our estimation method. We note that Eq. (8) represented as a function of the $Z_{dr}$ slope and maximum reflectivity led to systematic QPE overestimations, although its RG agreement and scatter (Fig. 2) look better than those of $R(Z)$. We also inspected the impact of $Z_{dr}$–$Z$ sample
size on the $\alpha$ estimation and subsequent QPE accuracy because it is often hard to ensure the huge number of $Z_{dr}$–$Z$ samples (e.g., 30 000) recommended in Wang et al. (2019) depending on the spatial coverage of precipitation in the radar domain. The analysis results presented in Table 1 and Fig. 3 indicated that the QPE accuracy does not seem to be sensitive to the number of samples tested (ranging from 3000 to 50 000). Therefore, we selected 3000 as a requirement for our $R(A)$ algorithm to avoid the use of default (fixed) $\alpha$ as much as possible.

Based on the determination of factors regarding $\alpha$ estimation, we performed an hourly RG analysis for the 12 selected rain events (Table 2) that occurred during the period of 1 May–15 June 2013. The results revealed significant accuracy improvements in the $R(A)$ estimates compared to $R(Z)$ for intense rain cases, while several light rain cases remain a challenge for both $R(A)$ and $R(Z)$. [Our $R(A)$ algorithm applies $R(Z)$ for light rain cases where the total span of $\phi_{dp}$ along a radial direction is smaller than 3°.] Despite $R(A)$’s superiority in comparison with $R(Z)$, we found that $R(A)$ consistently leads to some degree of overestimation, for example, about 10%–30% based on the cases presented in Fig. 4. This overestimation was due to the heterogeneity of precipitation systems between the sampling and evaluation regions for $\alpha$ estimation and application, respectively. For instance, the use of $\alpha$ (>0.0150 dB per degree) estimated from mixed precipitation systems (convective + stratiform) in a whole radar coverage domain tends to overestimate convective rain with higher reflectivity in the evaluation area for which $\alpha$ should be close to the typical convective value (0.0150 dB per degree). Although we also observed the opposite tendency (e.g., underestimation of rainfall in the stratiform parts of radar echo), the degree of underestimation was not as large as that of overestimation in the mixed precipitation systems (e.g., MCS).

Our multiyear evaluation employed daily rain gauges (COOP) extensively distributed over the Iowa domain, which allowed us to investigate the range-dependent bias pattern in the KDMX and KFSD radar estimates. The results also confirm the advantages of $R(A)$: $R(A)$ from both radars better agreed with ground observations without radar miscalibration and PBB effects, at least within their 100-km range, whereas $R(Z)$ showed clear PBB and climatological ML effects as well as a systematic shift. With regard to the range over 100 km, the QPE accuracy of $R(A)$ seems to decrease because our $R(A)$ algorithm selectively uses $R(Z)$ provided in Eq. (10) for solid and mixed precipitation (depending on the ML location). This decrease is larger for KFSD (Fig. 8) due to the use of $R(Z)$ at this range and a more pronounced PBB effect. However, the low accuracy at this range could be improved by combining estimates from multiple radars with overlapping coverage areas in the PBB region. Figure 11 demonstrates the potential accuracy improvements by the composite $R(A)$ product using adjacent radars. We note the shift of underestimated values toward the unity line as a result of
merging multiple radar data. The composite product in Fig. 11 was generated for the IFC’s Iowa domain using seven WSR-88D radars (see Krajewski et al. 2017). The composite product analysis used rain gauges located in each intersection area between the Iowa and individual radar domains (see Fig. 1), which led to the different numbers of dots for the KDMX and KFSD analyses presented in Fig. 11. Since we have recently implemented the $R(A)$ algorithm in our real-time operation to generate a statewide QPE product, we will perform more a comprehensive evaluation and document the results soon. The evaluation will include a comparison with the gauge-corrected product, the Multi-Radar Multi-Sensor (MRMS) estimates (Zhang et al. 2016), although our operation uses a radar-only product.

We note that the most crucial element in the $R(A)$ procedure is the factor $\alpha$. As demonstrated in Figs. 5 and 6, the uncertainties in $\alpha$ affect QPE accuracy significantly, arising from the use of uniform $\alpha$ over the entire radar domain. Perhaps a simple, but effective way to reduce this uncertainty might be to split rainfall regions into two regimes (convective and stratiform) and estimate $\alpha$ separately for each. This approach would be feasible with a relatively smaller number of $Z_{dr}$–$Z$ samples as revealed in our sensitivity analysis (Fig. 3). In the near future, we hope to report the result of the suggested approach in conjunction with our precipitation classification scheme documented in Seo et al. (2020). We also note that the requirement of the $\phi_{dp}$ change (e.g., $>3^\circ$) is a challenge for $R(A)$ application in light rain cases, as the performance of other DP methods (e.g., Cifelli et al. 2011; Chen and Chandrasekar 2015) demonstrated for those cases.

The $R(A)$ implementation in the IFC operation and its evaluation were motivated by improved streamflow
forecasting for Iowa. A comprehensive hydrologic evaluation should include a wide range of basin scales because the errors in QPE may propagate differently at different basin scales. This requires more extensive data processing (e.g., generation of a composite product) for a larger spatial domain than the ones used in this study (e.g., individual radars) and wide-ranging streamflow simulations and analyses. Therefore, we do not include those efforts in our current work but plan to conduct a large-scale hydrologic evaluation by inspecting complicated aspects associated with the spatial and temporal structure of the QPE error at numerous basin scales. We also hope to report the evaluation results soon.
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