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Abstract

■ Spatial frequencies in an image influence visual analysis across
a distributed, hierarchically organized brain network. Low spatial
frequency (LSF) information may rapidly reach high-order areas
to allow an initial coarse parsing of the visual scene, which could
then be “retroinjected” through feedback into lower level visual
areas to guide finer analysis on the basis of high spatial frequency
(HSF). To test this “coarse-to-fine” processing scheme and to
identify its neural substrates in the human brain, we presented se-

quences of two spatial-frequency-filtered scenes in rapid succes-
sion (LSF followed by HSF or vice versa) during fMRI and ERPs
in the same participants. We show that for low-to-high sequences
(but not for high-to-low sequences), LSF produces a first increase
of activity in prefrontal and temporo-parietal areas, followed by en-
hanced responses to HSF in primary visual cortex. This pattern is
consistent with retroactive influences on low-level areas that pro-
cess HSF after initial activation of higher order areas by LSF. ■

INTRODUCTION

Natural scenes such as landscapes or indoor environments
usually contain many visual objects disposed in complex
three-dimensional layouts. It remains unresolved how
the visual system can rapidly organize information distrib-
uted across the visual field to allow more detailed inspec-
tion and accurate identification of selected objects in the
scene. Influential theories of visual recognition have spec-
ulated that spatial frequency (SF) content may impose a
specific temporal hierarchy in the processing of visual
inputs (Hegde, 2008; Bar, 2003; Bullier, 2001). According
to these models, visual analysis may start with a parallel
extraction of different elementary attributes at different
SF, but with a predominant “coarse-to-fine” (low-to-high
SF) sequence that privileges low spatial frequencies (LSFs)
at initial stages of visual processing and high spatial fre-
quencies (HSFs) at later stages. The LSF in a scene, con-
veyed by fast magnocellular visual channels, might thus
activate visual pathways and then reach high-order areas
in the dorsal stream (parietal and frontal) more rapidly
than HSF, allowing an initial perceptual parsing of the vi-
sual inputs prior to their complete propagation along the
ventral stream (inferotemporal) that ultimately mediates
object recognition (Bullier, 2001). This initial low-pass vi-

sual analysis might serve to refine the subsequent process-
ing of HSF conveyed more slowly by parvocellular visual
channels to the ventral stream.
In the present study, we combined fMRI and ERPs to as-

sess the neural substrates underlying such “coarse-to-fine”
processing sequence during perception and categorization
of complex visual scenes. To date, empirical evidence in sup-
port of “coarse-to-fine” processing in human vision mostly
comes from psychophysical studies. Early work using grat-
ings of different SF as stimuli (Breitmeyer, 1975) showed
that LSF channels have shorter latencies and shorter in-
tegration time, relative to HSF, suggesting that LSFs are
transmitted faster than HSF through the visual system.
Other studies using hierarchical stimuli such as global forms
composed of several local elements (Navon, 1977) demon-
strated faster identification of global than local shapes, a
finding that could be also attributed to a general principle
of “coarse-to-fine” SF analysis on the basis of the assumption
that global information is conveyed by LSF but local infor-
mation by HSF (Lamb & Yund, 1993; Badcock, Whitworth,
Badcock, & Lovegrove, 1990; Schulman, Sulivan, Gisch, &
Sadoka, 1986). Importantly, “coarse-to-fine” analysis was
found with more ecological visual stimuli, such as natural
scene images (Schyns & Oliva, 1994, 1997; Parker, Lishman,
& Hughes, 1992). For example, using “hybrid” stimuli made
of two superimposed images belonging to different se-
mantic categories and containing different SF (e.g., a high-
way scene in LSF superimposed on a city scene in HSF),
Schyns and Oliva (1994) have shown that perception is
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dominated by LSF information when presentation time is
brief (30 msec) but by HSF information when presentation
time is longer (150 msec). Furthermore, when two succes-
sive hybrids are presented with a low-to-high (LtH) se-
quence for one scene and an inverse high-to-low (HtL)
sequence for the other, perception is dominated by the
scene shown in the LtH sequence.
How and where in the brain low and high SF informa-

tion is differentially analyzed and eventually merged during
visual processing remain unsettled questions. Traditional
models have generally assumed that different visual cues
are combined at successive stages along the cortical hier-
archy (Riesenhuber & Poggio, 1999; Biederman, 1995),
suggesting that low and high SF might converge only in
higher level visual areas within the inferior temporal cor-
tex (such as the fusiform or parahippocampal cortex
(Rotshtein, Vuilleumier, Winston, Driver, & Dolan, 2007;
Bar et al., 2001). On the other hand, on the basis of neu-
rophysiological recordings in nonhuman primates (Hupe
et al., 2001), Bullier (2001) proposed that rapid LSF analy-
sis, predominantly carried out in the dorsal visual stream,
might be “retro-injected” through feedback signals into
low-level areas (e.g., primary visual cortex, V1) where this
could act to influence subsequent HSF analysis and guide
further processing through the ventral visual stream. V1
might therefore serve as an “active blackboard” integrating
computations accomplished by higher order cortical areas.
However, to date, the neural architecture and the tempo-
ral dynamics of such top–down mechanisms have never
been systematically investigated with a direct test of the
preferential LtH processing sequence during visual scene
recognition in humans. Another dynamic model of vision
(Bar, 2003) also suggested that LSF may rapidly reach
prefrontal areas, allowing a first “interpretation” of visual
inputs that is then fed back to ongoing bottom–up analysis

in temporal cortex and was recently tested by a combined
(MEG) magneto-encephalographic and fMRI study (Bar
et al., 2006). These authors demonstrated earlier activa-
tions in prefrontal than temporal cortex during recognition
of single objects, and these differential responses were
driven by LSF in the image, consistent with a top–down
mechanism initiated in the pFC. However, this pioneer
study did not directly address the crucial issue of delayed
“retro-injection” and SF integration in V1 (Bullier, 2001).
Here, we specifically investigated the neural architecture
and sequence of SF integration by directly manipulating
the temporal order of SF inputs.

In our first experiment, we used fMRI to identify brain
regions preferentially activated by a “coarse-to-fine” analy-
sis of visual scenes and could delineate the neural effects
of any “retro-injection” of LSF (Bullier, 2001) by comparing
cortical activity during conditions imposing a “coarse-to-
fine” relative to a reverse “fine-to-coarse” sequence with
the same visual inputs. To constrain SF processing accord-
ing to these different sequences, we presented brief dis-
plays of two successive images, each with opposite SF
contents (either LSF or HSF; see Figure 1), therefore al-
lowing us to experimentally “decompose” the visual inputs
in either an LtH or an HtL sequence of SF. These se-
quences could thus experimentally “mimic” and impose
a “coarse-to-fine” versus “fine-to-coarse” perceptual analy-
sis using a controlled breakdown of SF information. Each
scene in a sequence could belong to one of three cate-
gories (city, beach, or indoor). Half of the sequences dis-
played two scenes from the same category, whereas the
other half displayed two scenes from different categories.
The participants had to judge whether the two successive
scenes belonged to the same category.

In a second experiment, we examined the temporal dy-
namics of cortical activations elicited by LtH relative to HtL

Figure 1. Examples of stimuli
used in the scene-matching
task. Each image was a
natural scene (city, beach,
or indoor) filtered in either
LSF (<4 cycles/degree) or
HSF (>6 cycles/degree).
Each experimental trial
consisted of a brief sequence
during which two SF-filtered
images were displayed for
100 msec in rapid succession
with either an LSF image
followed by an HSF image
(LtH sequence) or an HSF
image followed by an LSF
image (HtL sequence). Half
of the sequences displayed
two scenes form the same
category, whereas the other
half displayed two scenes
from different categories. Participants had to judge whether the two scenes were or were not from the same category. During fMRI, the first
scene was displayed in the CVF, LVF, or RVF. Because fMRI results showed no effect of the first image position, the first image was always presented
in the central field during ERP recordings.
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sequences by recording ERPs in the same participants
during similar conditions. We performed detailed analysis
of scalp topography (Michel et al., 2004) and estimation
of sources (Grave de Peralta Menendez, Murray, Michel,
Martuzzi, & Gonzalez Andino, 2004; Grave de Peralta
Menendez, Gonzalez Andino, Lantz, Michel, & Landis,
2001) for ERPs across the different experimental condi-
tions. Results revealed selective activations during LtH pro-
cessing and converged with fMRI to highlight a distinct
time course of neural responses to LSF and HSF cues
across fronto-parietal and early visual areas. Our findings
provide novel evidence in support of sequential SF analy-
sis during visual recognition (Bar, 2003; Bullier, 2001) by
showing that initial LSF extraction during LtH sequences
may first enhance the activation of high-order areas and
then retroactively modulate the subsequent HSF analysis
in low-level areas as early as in V1.

METHODS

Participants

Eleven healthy male (age range = 20–38 years, mean ±
SD age = 26.5 ± 5.5 years) volunteers participated to
both fMRI and ERP sessions (approximately two months
apart). All subjects were right-handed as assessed by the
Edinburgh Inventory (Oldfield, 1971). They had normal
or corrected-to-normal vision and no history of neurolog-
ical disorders. They gave informed consent for the study
according to the ethical regulation of the Geneva Univer-
sity Hospital.

Stimuli and Procedure

Stimuli were 54 black-and-white photographs (256 gray
scales) of natural scenes classified in three distinct cate-
gories (18 cities, 18 beaches, and 18 indoors; all 4° of visual
angle). For each scene, two types of images were created,
one LSF and one HSF (Figure 1), using the image process-
ing toolbox on MATLAB (Mathworks Inc., Sherborn, MA).
These were obtained by multiplying the Fourier transform
of the original images with Gaussian filters. The standard
deviation of Gaussian filters is a function of the SF cutoff
for a standard attenuation of 3 dB. We removed the SF
content above 4 cycles/degree of visual angle (i.e., low-
pass cutoff of 16 cycles per image) for LSF stimuli and
below 6 cycles/degree (i.e., high-pass cutoff of 24 cycles
per image) for HSF stimuli. The average energy level for
LSF and HSF stimuli was equalized for each scene.1 Over-
all, averaged stimuli luminance did not differ between LSF
and HSF stimuli (118 and 120, respectively, on a 256 gray
level scale), F(1, 51) < 1, or between cities, beaches, and
indoors (116, 126, and 117, respectively), F(2, 51) = 1.76,
p = .18.

Each experimental trial consisted of a brief sequence
duringwhich two SF-filtered imageswere displayed in rapid
succession, with either an LSF image followed by an HSF

image (LtH sequence) or an HSF image followed by an
LSF image (HtL sequence). The two successive imageswere
from the same category in half of the trials (city, beach, and
indoor) and from different categories in the other half.
Each trial began with a central fixation point presented for
500 msec, immediately followed by the first filtered image
presented for 100 msec. Then the central fixation point
reappeared for 400 msec, followed by the second filtered
image, again presented for 100 msec. The average intertrial
interval was 2 sec. Importantly, the two scenes in each
sequence were presented with an interimage interval long
enough (400 msec) to allow a complete processing of the
first image (irrespective of SF content) and to avoid an
overlap of brain responses to the two images during ERP
recordings, although this was still short enough to be
pooled into a single event during fMRI. These two condi-
tions involved the exact same images for the same total
exposure duration (600 msec) but differed by their relative
temporal order (LtH or HtL), which was too close to pro-
duce distinct hemodynamic responses to each of the two
images (LSF and HSF) during fMRI, yet sufficiently sepa-
rated to record distinct evoked potentials in EEG. Partici-
pants were asked to decide whether the two scenes were
from the same category (city, beach, or indoor). They were
instructed to fixate the center of the screen during the
whole trial and to respond as quickly and as accurately as
possible by pressing one of two response buttons. Half of
the subjects responded with their right index finger for
“same” and right middle finger for “different” and vice
versa for the other half of the subjects. This scene-matching
task ensured that participants attended to the whole SF se-
quence and did not concentrate on a particular SF range
only. Furthermore, because the magnocellular pathway
(LSF information) originates in retina cells conveying pre-
dominant information from extrafoveal vision whereas the
parvocellular pathway (HSF information) predominates for
foveal vision (Martin & Grunert, 2003), leading to greater
sensitivity to HSF in the fovea but greater sensitivity to
LSF in the periphery (DeValois & DeValois, 1988; Robson
& Graham, 1981), we also aimed at comparing any effect
of presenting the first image in each sequence at peripheral
versus central positions in the visual field. Therefore, par-
ticipants performed fMRI sessions in which the first scene
was either displayed in the center of the screen (CVF) or
lateralized randomly in the left (LVF) or right (RVF) visual
field. When lateralized, the inner and the outer edges of
scenes subtended a visual angle of 2° and 6° off center along
the horizontal axis. The central fixation point remained visi-
ble throughout the trials to keep gaze direction directed
centrally during thewhole sequence. Thus, bymanipulating
the location of the first scene, we could assess whether
top–downprocesses during LtH sequenceprocessingmight
depend on the parafoveal presentation of LSF informa-
tion. Note that such sequences in which the two successive
scenes did not overlap at the same location also minimized
the use of retinotopic cues for the image matching task
(see Figure 1). However, because fMRI results showed no
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differential activation between LtH and HtL sequences ac-
cording to the position of the first image (and to minimize
experiment duration with sufficient trials in all conditions),
the presentation of the first scene was restricted to the
center of the screen during ERP study.

MR Acquisition and Analysis

Stimuli were displayed using E-prime software (E-prime
Psychology Software Tools Inc., Pittsburgh, PA) and pro-
jected onto a mirror mounted on the MRI head coil (vi-
sual angle ∼15.2° × 11.4°). Each participant performed
six sessions (two in which the first scene was displayed
in the CVF and four in which the first scene was lateral-
ized to either the LVF or the RVF). Each session consisted
of 72 trials. This resulted in 108 trials for each SF se-
quence condition (LtH and HtL) of particular interest
for the purpose of the current study. Trial onset was jit-
tered with respect to scan repetition time (repetition
time = 2.5 sec) to allow for better sampling of the hemo-
dynamic response across the whole brain ( Josephs &
Henson, 1999). For each session, 18 null trials were also
randomly intermixed with image sequence to provide an
appropriate baseline measure (Friston, Zarahn, Josephs,
Henson, & Dale, 1999). The order of the experimental tri-
als was pseudorandom (i.e., no more than three consecu-
tive trials of the same sequence type or visual hemifield
for lateralized sessions), and the order of the experimen-
tal sessions was counterbalanced across participants. Eye
position was recorded continuously during fMRI using an
infrared eye tracker (ASL Model LRO 504, Applied Science
Laboratories, Bedford, MA) in eight participants (no re-
cordings were obtained in three others due to technical
problems). Eye-tracking data allowed us to test for any
systematic eye movements along the horizontal axis as a
function of the first image location in SF sequences. To
compute the mean horizontal eye position for each par-
ticipant in each condition, we first removed blinks pro-
ducing a loss of input data and then epoched the eye
coordinates during the first image duration (100 msec),
separately for each location in visual field (CVF, LVF, and
RVF). Mean horizontal eye positions were analyzed by
standard ANOVA for repeated measures with the factor
Visual Field condition.
Whole-brain fMRI was performed using EPI on a 1.5-T

whole-body INTERA system (Philips Medical Systems,
Eugene, OR), equipped with a standard head coil config-
uration. The imaging volume was oriented parallel to the
bicommissural (AC–PC) plane. Functional volumes com-
posed of thirty 4-mm adjacent, axial slices were acquired
using a gradient-echo-planar T2*-weighted sequence (rep-
etition time = 2.5 sec, echo time = 40 msec, flip angle =
80°, matrix size = 128 × 128, field of view = 250 mm, in-
plane voxel size = 2 × 2 mm). After discarding the four
initial scans, a total of 180 scans were acquired for each
participant in each experimental session (7.5 min each).
Subsequent to the functional scans, a T1-weighted high-

resolution three-dimensional volume (130 adjacent, axial
slices, 1.25 mm thickness; in-plane voxel size = 1 × 1 mm)
was acquired. Data analysis was performed using the gen-
eral linear model (Friston et al., 1999) for event-related
designs in SPM2 (Wellcome Department of Imaging Neuro-
science, London, UK, www.fil.ion.ucl.ac.uk/spm) imple-
mented in MATLAB. Individual scans were realigned, time
corrected, normalized to the Montreal Neurological Institute
(MNI) space, and spatially smoothed by an 8-mm FWHM
Gaussian kernel. Time series for each voxel was high-pass
filtered (1/128 Hz cutoff ) to remove low-frequency noise
and signal drift.

Each trial sequence (for each condition) was modeled by
convolving a delta function at the sequence onset with a ca-
nonical hemodynamic response function. Only sequences
leading to correct responses were included. Six conditions
of interest (LtH-CVF, LtH-LVF, LtH-RVF, HtL-CVF, HtL-LVF,
and HtL-RVF) were modeled as six regressors convolved
with a canonical hemodynamic response function. Move-
ment parameters derived from realignment corrections
were also entered in the design matrix as additional fac-
tors of no interest. Two-stage random-effect analyses were
performed. Individual contrasts were created by compar-
ing LtH and HtL sequence condition, irrespective of the
visual field of presentation of the first image: LtH > HtL
andHtL> LtH contrasts. At the second random-effect level,
linear contrasts from all individual participants were ana-
lyzed using one-sample t tests. Clusters of activated voxels
were then identified using an empirically defined thresh-
old ( p < .005 uncorrected for multiple comparisons, T >
3.17, cluster size ≥5 voxels, and all major peaks were signif-
icant at p < .001, see Table 1). To facilitate comparisons
with other studies, we performed a transformation of MNI
into Talairach and Tournoux (1988) coordinates using the
MNI2TAL function (created by Matthew Brett, available at
http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach).

ERP Acquisition and Analysis

Recordingwas carried out in an isolated, electrically shielded
room. Participants were seated in the darkness 145 cm from
the screen. The presentation of the first scene was restricted
to the center of the screen during ERP study (see above).
Subjects performed six experimental blocks, each lasting
15 min and containing 144 trials. This resulted in 432 tri-
als for each SF sequence condition (LtH and HtL). A break
of ∼2 min was given after each block. Continuous EEG
was acquired with a Geodesics Netamps system (Electrical
Geodesics, Inc., Eugene, OR) from 123 scalp electrodes
(impedances <50 kV; vertex reference; 500 Hz digitization;
band-pass filtered 0.1–200 Hz). ERP epochs (from 200 msec
prestimulus to 1.6 sec poststimulus onset) were separately
averaged for each participant and each experimental condi-
tion. The 200-msec prestimulus epoch served as baseline.
Only trials leading to correct responseswere included. In ad-
dition to the rejection of EEG sweeps exceeding the ampli-
tude of ±100 μV, the data were visually inspected to reject
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epochswith blinks, eyemovements, or other sources of tran-
sient noise. The mean number of accepted epochs per con-
dition was 147 for LtH-R, 138 for LtH-UR, 138 for HtL-R, and
140 for HtL-UR. For each participantʼs ERP, the electrodes
of the outermost circumference as well as artifact channels
were excluded and interpolated to a standard 111-channel
electrode array (two-dimensional spherical spline; Perrin,
Pernier, Bertrand, Giard, & Echallier, 1987). ERPs were fil-
tered off-line from 1 to 30 Hz, recalculated against the aver-
age reference and normalized to their mean global field
power (Lehmann&Skrandies, 1980) before group averaging.

The main purpose of the ERP study was to search for
differences in the temporal sequence of brain activity be-
tween LtH and HtL stimulation and to compare these acti-
vation patterns with fMRI results in the same subjects. We
therefore restricted our analysis to differences in the elec-
tric potential fields (ERP maps) between the two condi-
tions. Different potential field distributions on the scalp
indicate different configuration of electric sources in the
brain (Michel et al., 2004). To detect such topographic dif-
ferences between conditions, we used a spatiotemporal
pattern analysis approach as described in several previous
ERP studies (for a review, see Michel et al., 2004). This seg-

mentation method is based on the observation that ERPs
are characterized by a limited number of distinct topograph-
ical maps, each with a certain duration. These periods of
stable topographies constitute “functional microstates”
and have been interpreted as characterizing different steps
of information processing (Michel et al., 2004; Lehmann &
Skrandies, 1980).
A k-means cluster analysis (Pascual-Marqui, Michel, &

Lehmann, 1995) was applied to the group-averaged ERP
of the two conditions to identify the different segments of
stablemap configurations and their topography during these
periods (i.e., segmentation maps). The optimal number of
segmentation maps was determined by cross-validation
(Michel et al., 2004; Picton et al., 2000; Pascual-Marqui et al.,
1995; Lehmann, 1987). Once these maps were determined,
their timing and sequenceweredetermined in the individual
ERPs of each subject and statistically compared between
the two conditions. To do this, we compared each seg-
mentation map (defined by group data) with the moment-
by-moment map of the individual participantsʼ ERPs in
each condition by strength-independent spatial correlation
(Michel et al., 2004). That is, for each time point of the in-
dividual participantʼs ERPs, the scalp topography was com-
pared with all segmentation maps and labeled according to
that with which it best correlated. From this spatial fitting
procedure, we could then determine the total amount of
time a given topography was observed for each condition
in each participant. These values, which represent the fre-
quency with which a given segmentationmap was observed
within a given period for each experimental condition, were
then subjected to a repeated measures ANOVA using con-
dition and segmentation maps as within-subjects factors.
Thus, the fitting results could determine if the ERP from a
given condition was more consistently described by one
segmentation map versus another and therefore if different
generator configurations better accounted for the particular
experimental conditions in the particular period.
As a final step, we estimated the possible neural sources

in the brain that might give rise to each of the segmenta-
tion maps, using a distributed linear inverse solution. The
inverse matrices applied here were based on a Local Auto-
Regressive Average (LAURA) model of the unknown cur-
rent density in the brain (Grave de Peralta Menendez et al.,
2004). This source localization procedure relies on electro-
magnetic laws that describe the activity at one point in the
brain in dependency of the activity at neighboring points
and uses local autoregressive averaging to describe these
dependencies. BecauseLAURAbelongs to the class of distrib-
uted inverse solutions, it is capable of dealing with multiple
simultaneously active sources with a priori unknown loca-
tion (Grave de Peralta & Gonzalez Andino, 2002). A realistic
head model was used with a solution space of 4024 nodes,
selected from a 6 × 6 × 6-mm grid equally distributed
within the gray matter of the average brain provided by
the MNI. The procedure was implemented using the
CARTOOL software by Denis Brunet (http://brainmapping.
unige.ch/Cartool.php). Statistical analysis of the LAURA

Table 1. fMRI Correlates of the LtH Sequence Processing

Area Side x y z t

LtH > HtL sequences

Frontal Areas

Middle frontal gyrus (FEF) L −36 0 53 5.28

Middle frontal gyrus (FEF) R 39 11 41 4.39

IFG L −53 11 −3 4.30

Temporal Areas

Posterior middle temporal
gyrus

L −59 −55 8 8.47

Posterior superior temporal
gyrus

L −53 −51 19 6.66

Superior temporal gyrus R 62 −23 12 4.26

Middle temporal gyrus R 59 −24 −11 3.78*

Parietal Areas

Superior parietal lobule L/R −6 −41 63 3.78*

Inferior parietal lobule R 48 −27 35 3.67*

Occipital Areas

MOC R 9 −93 5 4.17

Lateral/inferior occipital gyrus L −48 −81 18 3.80*

Thalamus L −12 −14 12 4.78

All peaks p< .001 uncorrected (random-effect analysis), except *p< .005.

2772 Journal of Cognitive Neuroscience Volume 22, Number 12
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source estimations was performed in the following man-
ner: First, the above analyses of ERPs were used to define
a period when stable topographies were observed within
each condition and also when these topographies signifi-
cantly differed between conditions (Michel et al., 2004).
Next, ERP data from this period were averaged across time
to generate a single time point of data for each subject
and condition. The LAURA inverse solution for these data
(11 subjects × 2 conditions) was estimated for each of
the 4024 nodes in the source space. Paired t tests were then
calculated for each node in the inverse solution space using
across-subjects variance. To directly compare fMRI to source
estimation results, we considered nodes with p < .005 un-
corrected, t(10) > 3.58, as significant.

RESULTS

Behavioral Performance

Response accuracy and RTs for the matching task during
fMRI and ERP experiments were assessed by repeated mea-
sure ANOVAs. Correct responses were faster for sequences
with two scenes belonging to the same than different cate-
gories, fMRI, 603 and 660 msec, respectively, F(1, 10) =
9.42, p < .02; ERPs, 548 and 584 msec, respectively, F(1,
10) = 8.55, p < .02. There was no significant difference

in accuracy between same and different categories, fMRI,
95.8% and 97.7%, respectively, F(1, 10) = 1.56, p = .24;
ERPs, 96.3% and 97%, respectively, F(1, 10) = 2.52, p =
.14. Furthermore, there was no significant difference be-
tween LtH and HtL sequences for accuracy, fMRI, 96.6%
and 96.3%, respectively, F(1, 10) < 1; ERPs, 96.3% and
97%, respectively, F(1, 10) = 2.52, p = .14, and RTs, fMRI,
636 and 627 msec, respectively, F(1, 10) = 2.60, p = .14;
ERPs, 566 and 565 msec, respectively, F(1, 10) < 1; there
was also no main effect of the visual field of the first image
during fMRI for accuracy and RTs, F(1, 10) < 1, and no in-
teraction between these factors.2

fMRI Experiment

Functional images were analyzed by statistical parametric
mapping (SPM2) using the general linear model applied at
each voxel across the whole brain. We first identified areas
selectively engaged in a “coarse-to-fine” analysis by compar-
ing LtH andHtL sequences, irrespective of the visual field of
the first image in the sequence ([LtH-CVF+LtH-LVF+LtH-
RVF] > [HtL-CVF + HtL-LVF + HtL-RVF]). Although these
two sequences included the same images presented for the
same short time interval (below the temporal resolution of
fMRI), we found stronger neural responses to LtH than
HtL in a distributed network of cortical regions (Table 1

Figure 2. Cortical activations
in the fMRI experiment. (A and
B) The coarse-to-fine sequence
(LtH) relative to the inverse
(HtL) sequence of the same
images (one LSF and one HSF
in each case) produced greater
activation in several cortical
regions including (1) bilateral
FEFs, (2) left IFG, (3) left
posterior middle and superior
temporal cortex, (4) right
inferior parietal lobule and right
middle and superior gyri, and
(5) right MOC. (C) Average
parameter estimates of the
fMRI responses (betas) are
plotted for the left FEF
(mean x y z = −36 0 53),
right FEF (mean x y z = 39 11
41), and right MOC (mean
x y z= 9−93 5), demonstrating
a general enhancement of
responses to LtH relative to
HtL sequences, irrespective of
the visual field of the first
image (RVF vs. LVF). Despite a
trend for larger fMRI responses
when the first scene was
lateralized, there was no
significant interaction between
sequence and first image
position (see text).
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and Figure 2). These included bilateral areas in middle
frontal gyri (BA 6/8; Figure 2B) whose coordinates, right
peak x y z, 39 11 41, t(10) = 4.39, and left peak x y z,
−36 0 53, t(10) = 5.28, closely matched those of the medial
FEF (Blanke et al., 2000; Paus, 1996). As the FEF receives
direct projection from the dorsal occipito-parietal stream
(Bullier, Schall, & Morel, 1996) and shows short latencies
of neuronal firing after stimulus onset (in monkeys, Schall,
2002; in humans, Foxe & Simpson, 2002), these results sug-
gest that this region may be preferentially recruited by the
initial processing of LSF in LtH sequences (rather than by
the same images inHtL sequences). BecauseFEF is involved
in oculomotor control (Schall, 2002; Paus, 1996), it might
be argued that differential recruitment of FEF during LtH
processing could potentially reflect eye movements. How-
ever, the first scene presentation was limited to 100 msec,
and participants were instructed tomaintain central fixation
during the whole trial, thus preventing any substantial effect
of overt eye movements on visual inputs. Nevertheless, we
directly tested whether FEF was more activated during se-
quences with peripheral as comparedwith central presenta-
tions of the first image. A repeated measure ANOVA on
parameter estimates of event-related responses extracted
from the right and left FEF clusters showed no significant
interaction between the visual field of the first image (CVF,
RVF, or LVF) and the SF sequence type, right FEF, F(2,
20) = 1.39, p > .27, left FEF, F(2, 20) = 1.20, p > .32 (Fig-
ure 2C). In addition, eye-tracking data confirmed that the
mean eye-position along the horizontal axis did not differ
as a function of the first image location in visual field (CVF,
LVF, and RVF) neither during the first image presentation
(100 msec), F(2, 14) < 1, p > .95, nor from the onset of
the first image until the appearance of the second image
(500 msec), F(2, 14) < 1, p > .87.

In addition, LtH sequences produced greater activation in
several other areas, including the left inferior frontal gyrus
(IFG, BA 45/47) and left TPJ (encompassing the posterior
middle and superior temporal gyrus, MTG/STG, BA 21/
37), plus the right inferior parietal lobule, the right middle
and superior temporal gyri, the bilateral superior parietal
lobule, and the left thalamus (Table 1 and Figure 2). Most
critically, we also found a stronger response of the medial
occipital cortex (MOC) to LtH as compared with HtL se-
quences, including the right primary visual cortex (V1, x y z,
9 −93 5), t(10) = 4.17, p < .001 (Figure 2B). This activation
could not be attributed to the retinotopic projection of the
visual information only, because the visual field of presen-
tation of the first image did not interact with the sequence
type, F(1, 10)< 1, p> .74 (Figure 2C) despite amain effect
of visual field (LVF > RVF), F(1, 10) = 13.26, p < .005.

On the other hand, the opposite contrast ([HtL-CVF +
HtL-LVF + HtL-RVF] > [LtH-CVF + LtH-LVF + LtH-RVF])
showed a greater response to HtL than LtH sequence only
in a few brain areas within the ventral visual stream, includ-
ing parahippocampal, x y z, 21 −38 −3, t(10) = 6.92, and
x y z, −21 −21 −17, t(10) = 4.24), and bilateral temporal
cortex, x y z, −53 −44 −8, t(10) = 4.95, and x y z, 33

−49 8, t(10) = 4.87. This result suggests that for HtL se-
quences, HSF and LSF might converge only in higher level
visual areas of the ventral stream within the inferior tempo-
ral cortex. This is consistentwith a predominant recruitment
of the HSF-dependent recognition processes along ventral
temporal areas during HtL sequences, without enhanced
top–down influences from prefrontal and temporo-parietal
areas of the dorsal stream as seen in the LtH condition.
Note finally that our main analysis was performed by

collapsing across all related (same) versus unrelated (differ-
ent) categories in the stimulus sequence because this fac-
tor was irrelevant and orthogonal to the main question of
interest in our study (i.e., LtH and HtL order in the se-
quence). However, ANOVAs conducted on parameter es-
timates extracted from all ROIs showed no significant main
effect or interaction involving the same/different image fac-
tor. Nevertheless, for completeness, we also directly tested
for the effect of stimulus repetition (i.e., priming) by com-
paring fMRI responses to sequences with the same versus
different image categories (same trials > different trials)
for both LtH and HtL. Results showed a very different pat-
tern compared with the main findings above. Repetition-
related decreases were selectively observed in several areas
in the inferior occipito-temporal cortex, LtH peak x y z,
56 −38 −3, t(10) = 4.62, HtL peak x y z, −39 −50 −8,
t(10) = 4.19, consistent with repetition-priming studies
(e.g., Eger, Schyns, & Kleinschmidt, 2004; Vuilleumier,
Henson, Driver, & Dolan, 2002; Grill-Spector et al., 1999)
and with behavioral priming observed in RTs (see above).
Altogether, these fMRI results demonstrate enhanced

activity in both early visual cortex and fronto-parietal areas
when LSF visual inputs precede HSF inputs (LtH), relative
to a reverse sequence (HtL) of the same images. Next, to as-
sess the exact dynamics of activation in these regions dur-
ing the course of different SF sequences (LtH relative to
HtL), we recorded ERPs in the same participants using
the same task, during a separate session with a high-density
EEG system.

ERP Experiment

Analysis of ERP Topography

To compare ERPs with the fMRI data, we performed a
spatiotemporal cluster analysis that determined time seg-
ments during which significantly different potential field
distributions (ERP maps) were evoked by each image
type (LSF or HSF) in the two sequence conditions (Michel
et al., 2004; Lehmann, 1987); (Pascual-Marqui et al., 1995).
We then estimated brain sources where electrical activity
significantly differed during these periods. Although the
cluster analysis was conducted over the whole ERP time
period (Michel et al., 2004) to identify distinct map config-
urations across trials, our statistical comparisons between
conditions focused on two separate periods of 400 msec
time locked to the onset of the first and second images,
respectively.
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Our analysis revealed that nine distinct field topogra-
phies could be identified to describe ERPs during both
sequences (Maps 1–9; Figure 3A–C) and that LtH and
HtL conditions elicited different maps over three specific
time segments. During the period after the first image
onset (LSF for LtH sequences or HSF for HtL sequences),
three similar field topographies were observed from 0 to
∼140 msec and after ∼220 msec (Maps 1, 2, and 4) ir-
respective of the image type, but the processing of HSF
elicited two additional maps between 140 and 190 msec
(Maps 3 and 5) that were not seen for LSF. Statistical anal-
ysis (based on fitting these maps to individual data dur-
ing different time windows, see METHODS) indicated
that LSF processing (relative to HSF) was dominated by
Maps 2 and 4 (from 83 msec onward), F(1, 10) = 20.44,
p < .002, whereas Maps 3 and 5 were selectively present
during HSF rather than LSF processing, Map 3, 142–
154 msec, F(1, 10) = 6.36, p< .05; Map 5, 154–194 msec,
F(1, 10) = 12.30, p< .006. Furthermore, Map 4 appeared
earlier in LtH than HtL sequences (150 and 194 msec, re-
spectively; see Figure 3A and B), suggesting a more rapid

access to this processing step for LSF than HSF stimuli,
consistent with faster transmission of LSF inputs through
magnocellular channels (Van Essen & DeYoe, 1995).

The secondperiodwhere topographies differed between
LtH and HtL sequences occurred during the first 100 msec
after the second image onset (Figure 3A and B). Three dif-
ferent maps (Maps 1, 6, and 7) were identified for this pe-
riod, with HSF processing selectively associated with Map 6
in LtH relative to HtL sequences (from 12 to 96 msec), as
confirmed by statistical analysis based on individual fitting,
F(1, 10) = 11.46, p < .007. By contrast, LSF processing in
this period was predominantly associated with Map 1, a
map that was already observed during the initial processing
of the first image for both LtH and HtL sequences (see
above). Therefore, processing of HSF information differed
(very early postonset) depending of whether it was pre-
ceded by an LSF stimulus or not, whereas the preceding
stimulus did not influence the processing of LSF stimuli.

Finally, a third period of differences between conditions
occurred ∼100–250 msec after the onset of the second im-
age. This period was characterized by an additional ERP

Figure 3. Results of the ERP topography and source analyses. Global field power and segmentation of electrical field maps for the group-averaged
ERPs in the (A) LtH sequence and (B) HtL sequence. (C) A series of nine distinct topographical maps was identified to account for the succession
of electric field configurations recorded during each type of sequence. Statistical analysis revealed that scalp topography significantly differed
between LtH and HtL processing during three different time periods (shaded color). (D) LAURA-distributed linear source solution analyses were
applied to these three time periods that significantly differed between LtH and HtL sequences. Statistical t-maps comparing the inverse solution
for each sequence revealed greater activity for LtH than HtL in the left inferior frontal, left temporal, and right frontal sources (150–194 msec)
during the processing of the first image (LSF) and in the right temporo-parietal and left frontal sources (12–96 msec) as well as in the right
occipital cortex (170–200 msec) after the onset of the second image (HSF). Cluster of activated nodes were identified based on the intensity of
individual responses, p < .005, t(10) > 3.58.
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configuration (Map 9) that occurred exclusively for the
processing of HSF in the second image of LtH sequences
(from 176 to 204 msec), F(1, 10) = 5.07, p < .05.

Analysis in the Source Space

To localize the likely electrical generators underlying each
topographic configuration, we applied a distributed linear
inverse solution (Michel et al., 2004; Lehmann, 1987) using
a LAURA model (Grave de Peralta Menendez et al., 2001,
2004) for the LtH and HtL conditions separately and then
calculated paired t tests between these conditions in the
three-dimensional solution space across subjects. LAURA-
distributed linear source solution analyses were applied to
the three time periods that significantly differed between
LtH and HtL sequences. Because our ERP topography anal-
ysis (see above) showed that the onset of Map 4 occurred
earlier for LSF processing in LtH sequences (150 msec)
than for HSF processing in HtL sequences (194 msec),
we first sought to identify the sources that may account
for the more rapid LSF extraction during this period (150–
194 msec). The statistical analysis in source space during
the 150–194 msec after onset of the first image revealed
stronger activation of the left IFG, the left posterior tem-
poral cortex, and the right anterior frontal cortex during
LtH than during HtL sequences (Figure 3D).

Note that topography analysis also indicated two ad-
ditional maps elicited by HSF relative to LSF processing
between 140 and 190 msec (Maps 3 and 5). Source estima-
tion for this period revealed stronger activity in right supe-
rior parietal cortex during the 142- to 154-msec interval
(Map 3) and in ACC during the 154- to 194-msec interval
(Map 5), both specifically evoked by the processing of
HSF information in HtL sequences but not by the process-
ing of LSF information in LtH.

ERP topography analysis also indicated distinct map
configurations during the processing of the second image
(i.e., HSF information in LtH sequences condition and LSF
information in HtL), arising in the 12- to 96-msec (Map 6)
and in the 176- to 204-msec (Map 9) periods after onset.
Statistical analysis in source space revealed that these ERP
topography differences were explained by greater right
temporo-parietal and left frontal activity during the first
period (Map 6) and by right medial occipital sources during
the second period (Map 9). These sources were remark-
ably consistent with our fMRI results for LtH versus HtL se-
quences (see Figure 2B) but in addition revealed that the
preferential activation in frontal and left temporo-parietal
areas in LtH was associated with the first image, whereas
the preferential activation of early occipital cortex was asso-
ciated with the second image.

DISCUSSION

By combining fMRI and ERPs, we could track brain activity
while participants classified visual scenes presented in

brief sequences of two successive pictures that contained
complementary SF contents, such that the same LSF or
HSF stimuli were seen across trials but in different succes-
sion (forming either an LtH or an HtL sequence). Although
this procedure was obviously not physiological, it allowed
us to experimentally “mimic” the sequential processing of
SF inputs postulated by visual recognition models (Hegde,
2008; Bullier, 2001; Schyns & Oliva, 1994) and to system-
atically assess neural responses to LSF and HSF informa-
tion presented in different processing order.
Convergent results from fMRI and ERPs revealed specific

activations during LtH sequences relative to HtL that were
highly consistent with a “coarse-to-fine” advantage and
feedback modulation from higher order areas on primary
visual cortex in this condition. On the one hand, fMRI
showed selective increases to LtH in early occipital areas,
together with frontal and temporo-parietal areas includ-
ing FEF and TPJ. On the other hand, ERP topography
and source analyses highlighted a similar network of corti-
cal areas but could additionally determine a differential
time course of activation in these regions, involving either
LSF or HSF images in the different sequences: higher order
areas in frontal and temporo-parietal regions responded
more to LSF stimuli when presented first, whereas occipital
visual cortex responded more to HSF presented after LSF.
Taken together, these combined imaging data converge
to suggest that top–down effects arising from the higher
order areas might precede and enhance neural activity in
early visual cortices, as we discuss below in detail.
When contrasting LtH to HtL sequences, in which the

same images were shown over a 600-msec duration but
in opposite order, our fMRI results revealed bilateral in-
creases in the middle frontal gyri, overlapping with coordi-
nates reported for FEF (Blanke et al., 2000; Paus, 1996).
These findings indicate that FEF might be preferentially
engaged during “coarse-to-fine” analysis of natural scenes.
Such increase was observed only when processing LtH se-
quences, not during the reverse HtL sequences with identi-
cal images. Although FEF activity can also be related to eye
movements (Schall, 2002; Paus, 1996), this was unlikely
here because the first image was presented in the periph-
ery for 100 msec only, unpredictably on either the right or
the left side, such that saccade could not arise prior to the
second central picture and systematically differ between
sequences. Moreover, statistical analysis showed no signif-
icant effect of the lateralization of the first image on neural
activity in both right and left FEF. Our fMRI results there-
fore provide new evidence for a sensitivity of FEF to the SF
content of visual scenes. In addition, our source estima-
tion of ERPs suggested that stronger right FEF activity in
LtH sequences arose during the 140- to 160-msec period af-
ter the onset of LSF information in the first image. In keep-
ing with neurophysiology data in monkeys and humans
showing fast visual responses in FEF (Foxe & Simpson,
2002; Schall, 2002), we conclude that rapid LSF inputs
to this region might serve to facilitate subsequent visual
processing within early visual areas (e.g., V1) and ventral

2776 Journal of Cognitive Neuroscience Volume 22, Number 12

D
o
w
n
l
o
a
d
e
d
 
f
r
o
m
 
h
t
t
p
:
/
/
m
i
t
p
r
c
.
s
i
l
v
e
r
c
h
a
i
r
.
c
o
m
/
j
o
c
n
/
a
r
t
i
c
l
e
-
p
d
f
/
2
2
/
1
2
/
2
7
6
8
/
1
7
7
0
9
5
5
/
j
o
c
n
.
2
0
1
0
.
2
1
4
2
4
.
p
d
f
 
b
y
 
g
u
e
s
t
 
o
n
 
1
8
 
M
a
y
 
2
0
2
1

D
ow

nloaded from
 http://direct.m

it.edu/jocn/article-pdf/22/12/2768/1940187/jocn.2010.21424.pdf by guest on 21 Septem
ber 2021



occipito-temporal stream (e.g., V4, IT) prior to any eye
movements, through feedback mechanisms sending spa-
tially organized information about the current visual input
(Hamker, 2005; Moore, Tolias, & Schiller, 1998). On the
other hand, the additional involvement of right parietal
and anterior cingulate areas during the processing of HSF
in HtL sequences in the 140- to 190-msec period suggests
that scene recognition required greater attentional and
monitoring resources when HSF were presented first in se-
quences (Posner & Petersen, 1990).
Secondly, our fMRI data also showed increased activity

in the left pFC and left middle temporal cortex during LtH
as compared with HtL sequences. This finding adds sup-
port to the recent proposal (Bar et al., 2006; Bar, 2003)
that the LSF content of a visual image may be rapidly pro-
jected through magnocellular pathways from early visual
areas to ventrolateral regions in PFC (e.g., OFC; see Bar
et al., 2006), where stored knowledge might be activated
and used to generate predictions about the most likely in-
terpretations of the visual input. The result of this compu-
tation in PFC would then be fed back to extrastriate areas
in temporal cortex where it might be integrated with on-
going bottom–up analysis. Consistent with this view, our
ERP data revealed a selective activation of left frontal as well
as temporal sources during the 140- to 160-msec period
after the onset of the first (LSF) image in LtH sequences.
These findings converge with data from a combined MEG
and fMRI study of Bar et al. (2006), who found that the OFC
is strongly activated by LSF (relative to HSF) images and
that this activation occurs at early latencies (∼130 msec),
although in our experiment, this early frontal activation in-
volved more lateral areas (i.e., left IFG, coordinates x y z,
−53 11−3) that did not overlap with the left OFC peak (co-
ordinates x y z, −21 21 19) reported by Bar et al. (2006).
However, the ventrolateral PFC, including IFG, as well as
middle temporal regions are known to be crucially impli-
cated during the retrieval of semantic concepts related to vi-
sual stimuli (Freedman, Riesenhuber, Poggio,&Miller, 2001;
Wagner, Pare-Blagoev, Clark, & Poldrack, 2001; Mummery,
Patterson, Hodges, & Price, 1998) and contribute to the
maintenance of visual stimulus information in visual aware-
ness or working memory (Fletcher & Henson, 2001). An
activation of semantic processes in these areas could be par-
ticularly relevant in our scene-matching task as this required
both extracting andmaintaining information about the cate-
gory of the two successive visual scenes. OFC activation
might potentially be related to other aspects of visual rec-
ognition based on memory or motivational or affective as-
sociations (see Barrett & Bar, 2009) rather than semantic
representations. Thus, although our results provide new evi-
dence for rapid processing and precedence of LSF inputs
in frontal and temporal semantic networks, further research
is needed to determine whether different task demands
might recruit different frontal regions. In addition, our ERP
data also revealed a second activation in the left PCF dur-
ing the 12- to 96-msec period after onset of the second
(HSF) image, specific to LtH sequences. Whereas the first

left PFC and left temporal sources in ERP data may reflect
bottom–up processing of the first scene, we hypothesize
that the second left PFC source observed at the onset of
the second scenemay correspond to the origin of top–down
influences that could subsequently constrain the perceptual
analysis of HSF images.

Thirdly, we found that the right TPJ, including the
posterior–superior temporal cortex and the inferior pari-
etal lobule, showed increased fMRI activity during LtH
relative to HtL processing. ERP data did not only confirm
an activation in the right TPJ but further demonstrated
that it arose at the onset of the second (HSF) image (sim-
ilar to left PFC). The TPJ is known to be critically involved
in orienting and sustaining attention to visual scenes, in-
cluding selective allocation to global and local information
in hierarchical forms (Yamaguchi, Yamagata, & Kobayashi,
2000; Fink et al., 1996; Robertson, Lamb, & Knight, 1988)
or to LSF and HSF content of natural scenes (Peyrin, Baciu,
Segebarth, & Marendaz, 2004). This region may thus also
contribute to top–down modulation over perceptual pro-
cesses taking place in lower visual areas.

Importantly, our assumption of top–down influences on
the early processing of HSF images in LtH sequences was
supported by converging evidence from our ERP topogra-
phy analysis. First, the initial neural response (≤100 msec)
to the first image was associated with the same ERP topog-
raphy (Map 1; see Figure 3) in both the LtH and the HtL
sequences (despite different SF content), which very prob-
ably reflected purely bottom–up, low-level visual process-
ing. The exact same topography was also observed during
the initial (100 msec) processing of the second image
(LSF) in HtL sequences, but it was rapidly replaced by a
distinct topography elicited by HSF during the same time
window in LtH sequences (Map 6 from 12 to 96 msec, see
Figure 3). This striking dissociation between the different
SF images as a function of their presentation order sug-
gests that the initial processing of HSF scenes differed de-
pending of whether it was preceded by an LSF scene or
not. Importantly, note that similar ERP topographies were
observed for the first LSF and HSF images from ∼220 msec
postonset until the appearance of the second image (i.e.,
500msec after the first image) and that adurationof 100msec
has already been shown to be sufficient to categorize SF-
filtered scenes (Peyrin, Chauvin, Chokron, & Marendaz,
2003), making it very unlikely that the different ERP topog-
raphies observed during the initial processing of the second
image were due to a late effect in the first image processing.

Taken together, these new fMRI and ERP results suggest
a dynamic sequential activation of extended brain networks
for visual scene recognition. During an LtH sequence, LSF
information rapidly engages high-order areas in fronto-
parietal cortex. The computation performed in these areas
may then project back to lower visual areas and ventral
stream areas, so as to guide the subsequent analysis of
HSF information. Cortical areas possibly receiving feed-
back from this networkmay extend along the whole ventral
visual stream, including not only the inferior and lateral
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temporal cortex (e.g., V4; Hamker, 2005; Moore et al.,
1998; or fusiform gyrus; Bar et al., 2006) but also the ear-
liest cortical visual areas (such as V1; Hupe et al., 2001). In-
deed, a major finding of our study was the preferential
activation of MOC during LtH sequences, as revealed con-
jointly by fMRI and ERP source estimation. Further, this
differential activation arose ∼170–200 msec after onset of
the second (HSF) scene (but not when the HSF scene
was presented first in HtL sequences). Note that these oc-
cipital sources in ERP data could not be attributed to the
processing of HSF per se but specifically reflected HSF
processing following LSF because we did not found similar
occipital activation (neither in fMRI nor in ERPs) when con-
trasting HSF to LSF using the first images in the reverse
sequence. Importantly, the time course of occipital activa-
tion followed all other sources in frontal and parietal areas.
This result provided the first direct evidence in support of
models (Bullier, 2001), proposing that the human primary
visual cortex might operate as a “display” or “blackboard” of
visual inputs on which higher order areas can exert modu-
latory influences to promote the selection of critical infor-
mation required for scene recognition and to guide further
processing into the ventral visual stream.

Although coarse-to-fine processing may constitute the
dominant mode of functioning for the human visual sys-
tem, this does not preclude some flexibility in the extrac-
tion of spatial frequencies depending on task demands
(Schyns & Oliva, 1997). In a previous fMRI study using
the same experimental paradigm as here (Peyrin et al.,
2005), we found a relative difference in hemispheric dom-
inance during the processing of LtH versus HtL sequences,
with greater activation of the inferior temporal cortex in
the right hemisphere for LtH (peak coordinates x y z, 53
−53 −2) but in the left hemisphere for HtL (peak coordi-
nates x y z, −39 −56 −5). These findings suggest that
both types of sequence processing may coexist in the vi-
sual system, but primarily modulating higher order stages
along the ventral visual stream, and each predominating in
one hemisphere. Our previous study directly compared
the right and the left sides by contrasting “flipped” to origi-
nal “unflipped” scan images, whereas the current study used
a more conventional whole-brain analysis, which makes
the results of these two studies hard to compare. Impor-
tantly, the direct interhemispheric comparison method
(Peyrin et al., 2005) allowed us to cancel out any main effect
due to a spatial frequency bias and thus to determine a rel-
ative hemispheric specialization irrespective of the more
general coarse-to-fine processing course.3

In sum, our combined fMRI and ERP study allowed us to
identify specific neural substrates for top–down processes
during “coarse-to-fine” perception of natural scenes in hu-
mans. Our results demonstrate that low-pass signals (con-
veyed by fast magnocellular channels) can rapidly activate
high-order areas, providing spatial (via FEFs) and semantic
information (via left PFC and temporal areas) as well as at-
tentional signals (via TPJ) that altogether may promote on-
going perceptual organization and categorization of the

visual input. This first coarse analysis might be refined
by further processing of high-pass signals (conveyed more
slowly by the parvocellular channels) in visual cortices. For
this purpose, feedback from the first low-pass computa-
tions could be “retro-injected” back into lower level areas,
including the primary visual cortex, to guide the high-pass
analysis and select the relevant finer details necessary for
recognition and categorization. These results provide criti-
cal support to recent models of vision (Hegde, 2008; Bar,
2003; Bullier, 2001) and illustrate how integrating fMRI
and advanced EEG techniques can now allow a precise de-
lineation of dynamic neural events underlying human per-
ception and cognition.
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Notes

1. The energy level for LSF and HSF stimuli was equalized for
each scene as follows: If LSF(i, j) and HSF(i, j) represent the
value of the pixel at position (i, j) of the low and the high-pass
filtered images of a scene, respectively, their energies are given
by ELSF ¼

P
i; j LSFði; jÞ2 and EHSF ¼

P
i; j HSFði; jÞ2. The average

energy between LSF and HSF stimuli is then given by EAVR =
(ELSF + EHSF) / 2. The stimuli are then normalized by the average
energy, LSFnorm(i, j) = LSF(i, j)EAVR / ELSF and HSFnorm(i, j) =
HSF(i, j)EAVR / EHSF.
2. The present behavioral results showed that both HtL and LtH
sequences were rapidly and accurately recognized. According to
the hypothesis of a preferential coarse-to-fine processing, one
might expect that scene categorization would be faster and/or
easier for LtH than HtL sequences. The lack of behavioral effects in
the present experiments might be due to the long interimage
interval (400 msec) used because of ERP constraints. We therefore
conducted an additional behavioral experiment in 10 other male
participants who performed the same matching task except that
the two successive scenes were now presented for 100 msec each
in the screen center, without any interimage interval. Although
the task was more difficult without an interimage interval, there
was no significant difference in accuracy between LtH and HtL
sequences (86% and 84% correct, respectively), F(1, 9) = 3.90, p=
.08. However, correct responses were faster for LtH than HtL,
irrespective of the same/different condition (735 and 752 msec,
respectively), F(1, 9) = 5.93, p < .04. These results support the
hypothesis of a coarse-to-fine advantage for this set of stimuli
and matching task.
3. To verify the results of Peyrin et al. (2005), we also applied the
direct interhemispheric comparison method on the current fMRI
data. Results confirmed a greater activation of inferior temporal
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cortex in the right than left hemisphere during LtH visual analysis
(peak coordinates x y z, 53−53−2), t(10) = 6.38, but greater ac-
tivation in the left than right hemisphere duringHtL visual analysis
(peak coordinates x y z, −50 −70 3), t(10) = 8.27.
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