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Abstract

We report the results of an fMRI investigation of the neural bases of written language comprehension (reading) and production (spelling). Both tasks were examined in the same individuals, allowing greater precision in establishing the relationship between the neural underpinnings of these two cognitive functions. Also examined was the relationship between written language substrates and those involved in face and object (house) processing. The results reveal that reading and spelling share specific left hemisphere substrates in the mid-fusiform gyrus and in the inferior frontal gyrus/junction. Furthermore, the results indicate that the left mid-fusiform substrates are specifically involved in lexical orthographic processing. We also find that written language and face processing exhibit largely complementary activation patterns in both the fusiform and the inferior frontal/junction areas, with left and right lateralization, respectively. In sum, these results provide perhaps the strongest evidence to date of components that are shared by written language comprehension (reading) and production (spelling), and they further our understanding of the role of literacy within the larger repertoire of cognitive operations and their neural substrates.

INTRODUCTION

Among the central questions in written language research is whether reading and spelling share representations and processes. This issue is of interest for a number of reasons. The question is, of course, central to our understanding of the cognitive and neural machinery that supports literacy. Furthermore, because written language involves both comprehension (reading) and production (spelling), it constitutes a domain in which to investigate the general question of the relationship between recognition and production, perception, and action. Finally, because written language is a relatively recent human invention, the identification of its neural bases and an understanding of how these relate to those of evolutionarily older domains such as visual object recognition and face processing further our knowledge of how human cortex may develop expertise in novel cognitive domains.

In this article, we report the results of an fMRI investigation of the neural bases of spelling and reading. Unlike any previous neuroimaging studies of written language processing, in this investigation both reading and spelling were examined in the same individuals, allowing greater precision in establishing the relationship between these functions. Also examined was the relationship of written language substrates to those involved in face and object (house) processing.

Reading and Spelling: Independent or Shared Processes?

Both spelling and reading require various long-term and working memory mechanisms that operate over letters and word spellings. These are responsible for the translation between letters and words and their corresponding sounds, and for words, there is the additional mapping between word spellings and meanings. It is generally assumed that the knowledge of word meanings (lexical semantics) and word sounds (the phonological lexicon) is not specific to reading or spelling as they form an essential part of the spoken language system. The debate regarding the relationship between reading and spelling, therefore, concerns the status of the orthographic components. One possibility is that all orthographic mechanisms are shared by spelling and reading (the shared components architecture; see Figure 1A). Another is that none is shared and that spelling and reading are independent production and comprehension systems (the independent components architecture; see Figure 1B). A third position is that some mechanisms (e.g., orthographic working memory) are shared whereas others are not.

It might seem to be a relatively straightforward matter to adjudicate between these hypotheses; however, this has not been the case despite the fact that both behavioral and neural evidence have been brought to bear on these questions. The majority of the evidence has come from individuals with acquired dysgraphia/dyslexia as a result of neural injury, with only a few studies involving neurologically intact adults. Furthermore, although there have been
a large number of neuroimaging studies of reading in neurologically intact adults, there have been a very small number that have considered any aspect of spelling and none that have included both reading and spelling.

**Behavioral Evidence**

The association of acquired deficits of reading and spelling in the same individual would seem to favor the shared components account, whereas the dissociation of reading and spelling deficits (such that in specific individuals, one skill is intact whereas the other is impaired) would seem to favor the independent components account. Both patterns of performance have been reported subsequent to brain injury (for reviews, see Hillis & Rapp, 2004; Tainturier & Rapp, 2001). The interpretative difficulty lies in that under an independent components architecture, associated deficits could be the result of coincidental damage to independent components that are instantiated in adjacent neural substrates. In turn, under a shared components architecture, dissociations can be interpreted as arising from deficits affecting modality-specific access to shared components (rather than from deficits affecting the components themselves) (Allport & Funnell, 1981). For these reasons, the mere association or dissociation of reading and spelling impairments would seem to favor the independent components account. Observations of fine-grained similarities or differences in specific errors types, rates, and distributions provide more compelling evidence of shared or independent components.

One type of evidence indicating that a single set of lexical orthographic representations is used in both reading and spelling are reports of individuals with acquired deficits who exhibit a high degree of consistency in the specific words that give rise to errors in both reading and spelling (Behrmann & Bub, 1992; Friedman & Hadley, 1992; Coltheart & Funnell, 1987). Similarly, there is evidence of word-specific treatment generalization effects in acquired deficits, with training in reading generalizing to spelling for trained but not untrained words (e.g., Hillis, 1993; but see Weekes & Coltheart, 1996).

A small number of behavioral studies with neurologically intact participants have also taken the approach of investigating word-specific performance similarities/differences in spelling and reading. Using individually tailored word lists, Holmes and Carruthers (1998) and also Burt and Tate (2002) showed that individuals are slower and/or less accurate in performing lexical decision or visual spelling accuracy judgments for the specific words that they cannot spell correctly. Also consistent with a shared representations account, Monsell (1987) found significant repetition priming from the task of spelling (without visual feedback) to a subsequent reading task.

Although the relatively sparse behavioral evidence would seem to generally favor a shared components view, arguments can be raised against this conclusion. First, there is the concern that the evidence is largely correlational, leaving open the possibility that an uncontrolled factor is responsible for the observed relationship across the modalities. In addition, and specifically with regard to the studies with neurologically intact participants, it is difficult to rule out the possibility that episodic memory traces acquired during the experimental condition evaluating one modality are available and influence performance in the other modality. It is also important to note that research to date has largely focused on the question...
of a shared versus independent lexical orthographic component, largely ignoring the relationship between reading and spelling as concerns other orthographic components. With regard to the cognitive neuropsychological reports that have evaluated these other components, we find both some striking associations (e.g., Tainturier & Rapp, 2003; Caramazza, Capasso, & Miceli, 1996; Rapp & Caramazza, 1989) as well as dissociations (Rapp & Caramazza, 1997; Beauvois & Dérouesné, 1981) between reading and spelling. Clearly, the evidence is not yet sufficiently clear or consistent so as to support definitive conclusions.

Neural Substrates of Reading and Spelling

Given some of the difficulties of interpretation of the behavioral evidence, data concerning the neural substrates that support the specific processing components of reading and spelling may be especially useful.

Lesion-deficit Studies

Impairments in reading and/or spelling have been most commonly associated in both chronic and acute stroke with tissue dysfunction (lesion or hypoperfusion) in one or more of the following left hemisphere areas: the angular gyrus (Brodmann’s area [BA] 39), the fusiform or inferior temporal gyrus (BA 37, 20), the supramarginal gyrus (BA 40), superior temporal gyrus (BA 22), and the inferior frontal gyrus (IFG; BA 44/45). In addition, reading but not spelling deficits have been associated with lesions in occipital areas (BA 17, 18, 19), and spelling but not reading deficits have been associated with lesions to premotor areas such as BA 6 (for reviews, see Philipose et al., 2007; Hillis & Rapp, 2004; Rapcsak & Beeson, 2002, 2004; Friedman, Ween, & Albert, 1993; Roeltgen, 1993). Although some of the same neuroanatomical regions have been identified in acquired deficits of both reading and spelling, there are two important issues that limit the precision with which conclusions can be drawn. First, large lesions are usually involved, leaving open the possibility that different subregions within the broadly defined neural areas correspond to each modality. Second, very few studies have evaluated reading and spelling in the same individuals and as a result have not directly tested the hypothesis that specific lesions affect both reading and spelling. With regard to the latter point, we review the few recent studies that have considered both tasks in the same individuals as these begin to allow for a more fine-grained analysis of the question.

Rapcsak and Beeson (2004) reported on eight individuals who, as a result of stroke, suffered damage to left hemisphere BA 37 and 20, corresponding to mid and anterior fusiform regions (sparring the angular gyrus). All exhibited both reading and spelling impairments. Consistent with these findings are the results of a study by Philipose et al. (2007), who examined reading and spelling in 69 cases of acute stroke. They carried out analyses evaluating the relationship between presence/absence of behavioral impairments in reading and/or spelling and location of tissue dysfunction (lesion and/or hypoperfusion). They reported a strong association between deficits in spelling and reading and tissue dysfunction in BA 40 and (superior) BA 37.

In addition to these reports, the detailed examination of individual patterns of behavioral impairment and lesion can be particularly useful. Tsapkini and Rapp (2010) and Gaillard et al. (2006) reported single case studies of reading and spelling in individuals with relatively circumscribed surgical lesions of the left fusiform area. The Gaillard et al. case exhibited impairment in reading but not spelling, with a lesion in the posterior portion of the left fusiform gyrus. These authors argued for a disconnection of early reading areas in the posterior fusiform from the abstract orthographic representations and processes localized in the mid-fusiform region, which they refer to as the visual word form area (VWFA). The Tsapkini and Rapp (2010) case involved a more anterior mid-fusiform lesion that was shown to specifically disrupt the mapping between orthographic representations and word meanings in both reading and spelling while sparing the processing of visual objects and auditorily presented words. The configuration of deficits and lesions in these two cases provides specific support for the conclusion that the left mid-fusiform is indeed required both for reading and for spelling (for a discussion, see Martin, 2006). Furthermore, it is encouraging that this localization is generally consistent with the results of Philipose et al. (2007) and Rapcsak and Beeson (2004).

Functional Neuroimaging Studies

Although there have been a very large number of functional neuroimaging studies of reading, only five studies have provided data concerning spelling in alphabetic systems1 (Norton, Kovelman, & Pettito, 2007; Beeson et al., 2003; Rapp & Hsieh, 2002; Menon & Desmond, 2001; Petrides, Alivisatos, & Evans, 1995). Even more problematic is the fact that there have been no functional neuroimaging studies that have considered both reading and spelling in the same subjects.

With regard to the neural substrates of reading, various reviews and meta-analyses have reported a fair amount of convergence across studies (despite disagreement regarding the specific functions assigned to these areas) for the involvement in reading of the following left hemisphere areas: superior and middle temporal gyri (posterior and middle regions), supramarginal gyrus, fusiform gyrus, inferior temporal gyrus, extrastriate occipital cortex, lingual gyrus, and left IFG (triangularis and opercularis; for reviews, see Palmer, Brown, Petersen, & Schlaggar, 2004; Jobard, Crivello, & Tzourio-Mazoyer, 2003; Mechelli, Gorno-Tempini, & Price, 2003; Turkeltaub, Eden, Jones, & Zeffiro, 2002). It is worth pointing out, however, that many of the studies that were reviewed involved oral reading or phonological judgments on written forms so that it is not straightforward
to specifically identify which of the implicated areas are specifically involved in the orthographic aspects of reading and which with the planning and/or production of a spoken response.

A challenge faced by the few paradigms that have used the task of writing in the scanner is that of isolating the central components of the spelling process that might be shared by reading (see Figure 1A) from those components involved in the motor planning and execution aspects of writing. Although Menon and Desmond (2001) and Petrides et al. (1995) do not address this problem, Beeson et al. (2003) carried out a study designed to separate motor execution and planning from the more central aspects of spelling. Taking another approach, the studies of Norton et al. (2007) and Rapp and Hsieh (2002) used tasks that required access to spelling knowledge but which did not involve writing in the scanner. However, the Norton et al. study used a complex spelling verification task that recruited both spelling and reading processing, making it impossible to determine if reading and spelling actually share substrates. If we focus on the results of Beeson et al. (2003) and Rapp and Hsieh (2002), we find convergence in that they both identify spelling-specific activation in the following left hemisphere areas: the fusiform gyrus, the precentral sulcus (BA 6), the posterior inferior/middle frontal gyrus, and the supplementary motor cortex. Interestingly, although lesion studies since Dejerine’s (1922) classic study have provided evidence that lesions affecting the angular gyrus are strongly associated with disruption to both reading (e.g., Black & Behrmann, 1994; Benson, 1979) and spelling (e.g., Rapcsak & Beeson, 2002; Hillis, Kane, Barker, Beauchamp, & Wityk, 2001; Roeltgen & Heilman, 1984), the neuroimaging evidence has not provided this same strength of association. In their neuroimaging study of spelling, Beeson et al. (2003) failed to find group level effects, and in reading, Jobard et al. (2003) argued from their meta-analysis that at least some of the activations that have been reported for reading are more likely to be in posterior part of the middle temporal gyrus rather than the angular gyrus proper. In summary, if we evaluate the available neuroimaging evidence, we find that reading and spelling both recruit areas of the left fusiform gyrus and the IFG. It is noteworthy that these areas are also included among the regions identified by the lesion-deficit analyses as giving rise to impairments of reading and spelling.

Orthographic Processing: Category and Modality-specific Substrates?

Given the recency of literacy in human evolution, many have assumed that orthographic representation and processing are entirely parasitic on either visual object or spoken language processes and substrates. Contrary to these expectations, both neuroimaging and neuropsychological evidence have supported the claim that there are substrates specifically necessary for orthographic processing within the posterior and inferior temporal/fusiform area. The claim is that these substrates are specialized for the processing of written stimuli and are not required for other visual stimuli (category specificity) and also that they are necessary for written but not spoken language stimuli (domain specificity).

A number of functional neuroimaging studies have found regions of the inferior temporal lobe, including the mid-fusiform region, to be reliably more activated by written words relative to other categories of visual objects, such as faces and houses (Baker et al., 2007; Ben-Shachar, Dougherty, Deutsch, & Wandell, 2007; Gaillard et al., 2006; Hasson, Levy, Behrmann, Hendler, & Malach, 2002; Ishai, Ungerleider, Martin, Schouten, & Haxby, 1999; Puce, Allison, Asgari, Gore, & McCarthy, 1996). In addition, there have been a handful of functional neuroimaging studies that have specifically examined both written and auditorily presented words and have found activation in this region only for written stimuli (Cohen & Dehaene, 2004; Cohen et al., 2004; Dehaene, Le Clec’h, Poline, Le Bihan, & Cohen, 2002; Binder et al., 2002). There have also been several reports of individuals with selective orthographic deficits subsequent to lesions affecting this area. These include reports of selective alexia without prosopagnosia (Feinberg, Schindler, Ochoa, Kwan, & Farah, 1994) and vice versa (Farah, Wilson, Drain, & Tanaka, 1998) and of selective visual object agnosia without alexia or prosopagnosia (Humphreys & Rumiati, 1998; Rumiati & Humphreys, 1998) and vice versa (Buxbaum, Glosser, & Coslett, 1999; De Renzi & di Pellegrino, 1998). In addition, the individuals, described by Tsapkini and Rapp (2010) and Gaillard et al. (2006), suffered lesions to this area. These include reports of selective alexia with prosopagnosia (Feinberg, Schindler, Ochoa, Kwan, & Farah, 1994) and vice versa (Farah, Wilson, Drain, & Tanaka, 1998) and of selective visual object agnosia without alexia or prosopagnosia (Humphreys & Rumiati, 1998; Rumiati & Humphreys, 1998) and vice versa (Buxbaum, Glosser, & Coslett, 1999; De Renzi & di Pellegrino, 1998). In addition, the individuals, described by Tsapkini and Rapp (2010) and Gaillard et al. (2006), suffered lesions to the fusiform gyrus that resulted in either reading deficits alone or both reading and spelling deficits while sparing object and face processing as well as spoken word comprehension and production.

The proposal of modality- and category-specific orthographic substrates has been vigorously challenged (Devlin, Jamison, Gonnerman, & Matthews, 2006; Hillis et al., 2005; Mechelli et al., 2005; Price & Mechelli, 2005; Price & Devlin, 2003, 2004; Price et al., 2003). Generally speaking, the challenges argue that neither the activation patterns nor the deficits are as selective “as advertised.” With regard to the neuroimaging evidence, the argument is that although there may be voxels that are more responsive to orthographic than other visual stimuli, they are also responsive to other visual categories, reflecting the fact that they are involved in certain types of complex visual analysis that apply across a number of visual categories (Starrfelt & Gerlach, 2007; Martin & Chao, 2001; Moore & Price, 1999). Similarly, there are various reports of activation of the inferior temporal regions by spoken language stimuli and tasks (Vigneau, Jobard, Mazoyer, & Tzourio-Mazoyer, 2005; Price & Devlin, 2004; Jobard et al., 2003; Booth et al., 2002a, 2002b; Thompson-Schill, Aguirre, D’Esposito, & Farah, 1999; Demonet, Price, Wise, & Frackowiak, 1994). With
regard to the neuropsychological evidence, it has been argued that in cases of selective impairments, other visual categories and/or spoken language are indeed affected and that the testing carried out was not sufficiently demanding of these skills.

The work we report on here will not address the question of the possible modality specificity (written vs. spoken language) of proposed written language substrates; however, our use of face and house stimuli as functional localizers will allow us to contribute to the ongoing debate regarding the proper characterization of the neural substrates that support written language processing and how they are related to object processing more generally.

METHODS

Participants

Ten individuals participated in this investigation (4 men, 6 women). They were all right-handed as determined by the Edinburgh Handedness Inventory (Oldfield, 1971). They ranged in age from 18 to 42 years; all had a college education, were native speakers of English, and had no known history of reading or spelling disability. Furthermore, they all scored above 95% on a spelling pretest. All were paid for the participation in the research.

Tasks and Stimuli

Spelling, reading, and object processing (faces and houses) were evaluated in different tasks presented in different runs, for a total of 10 runs administered in one scanning session. The order of runs was varied across subjects. All tasks were practiced before the scanning session. Reading and face and object processing were evaluated adopting paradigms used in previous studies (reading: Cohen & Dehaene, 2004; object/face processing: Haxby et al., 2001). Using these fairly standard paradigms provided a solid basis for comparison with the spelling results that involved a relatively novel paradigm (used before only in Hsieh & Rapp, 2004; Rapp & Hsieh, 2002). Tasks were presented using E-Prime software (Schneider, Eschman, & Zuccolotto, 2002a, 2002b).

Silent reading was evaluated with three stimulus types: monomorphic words, randomly generated consonant strings, and a black and white checkerboard rectangle. On each trial, a central fixation cross appeared for 550 msec, followed by a stimulus presented in the center of the screen for 200 msec. Participants were instructed to carefully attend to each stimulus. The words and consonant strings were three to six letters in length. All alphabetic stimuli were presented in lowercase in black font on a white background; the checkerboard rectangle had an extension comparable to that of a nine-letter word. Stimuli were presented in blocks of 28 trials, and there were 6 blocks of each stimulus type for a total of 18 blocks per run; there were a total of two runs that were identical except that blocks were presented in different pseudorandom orders. No alphabetic stimulus was repeated in a run, and the checkerboard stimulus was always the same. The repetition time (TR) was 1500, and 264 volumes were acquired in each run.

Object processing was evaluated with four stimulus types: faces, houses, and pixel-scrambled faces and houses, with 40 different stimuli of each type (from Haxby et al., 2001). Each stimulus was presented in the center of the screen for 500 msec, and participants were instructed to attend carefully. Stimuli were presented in a blocked manner according to stimulus type with 40 stimuli per block and 16 blocks per run (four of each stimulus type). Two runs were presented; they were identical except for the order of the blocks. The TR was 2000, and 169 volumes were acquired in each run.

Spelling was evaluated using two tasks: spelling probe and case verification tasks that served, respectively, as the experimental and sensory motor control tasks. The tasks involved identical sensory and motor components, varying only in the instructions given to subjects. In the spelling probe task each trial was 6 sec long, with the following sequence of events: (1) a centrally displayed task prompt (SPELLING?) for 1500 msec; (2) a central fixation cross for 300 msec; (3) an auditory word (plus a variable period of silence) for total duration of 1200 msec, (4) a single visually displayed uppercase letter for 1000 msec, and (5) a blank response screen for 2000 msec. Participants were instructed to respond yes/no (right/left hand button press) whether with the visually presented letter was in the spelling of the heard word. The trials for the case verification task were identical to those of the spelling probe task, except that there was a different prompt (UPPERCASE?) and the visually displayed letter could appear in either upper- or lowercase. In this task, participants were instructed that the auditorily presented word was irrelevant and that they were simply to respond yes/no (button press) whether the visually presented letter was or was not in uppercase. Although with some limitations, the tasks were designed so that a comparison of the two tasks would identify the central components of the spelling process, without requiring written responses in the scanner. The rationale was as follows: The two tasks involved listening to a word, processing a visually presented letter, and making a yes/no decision. In addition, the spelling probe task required searching long-term memory for the spelling of a word and/or generating it via sublexical processes) and then engaging orthographic working memory while verifying if the probe letter was contained in the spelling. Additional support for the appropriateness of the task for evaluating spelling comes from the Rapp and Kong (2002) report that individuals with acquired dysgraphia were impaired in the spelling probe task.

Across the two tasks, word stimuli were matched for length, frequency, and grammatical category. In each task, half of the stimuli were high frequency (mean = 91.2) and half were low frequency (mean = 3.7) (Francis & Kucera, 1982). Stimuli were either four or seven letters long. The
majority of the words were nouns. In the spelling probe task, for four-letter words, all four-letter positions were probed, and for seven-letter words, Positions 1, 3, 5, 7 were probed. In the case verification task, the letters presented for case verification never occurred in the spelling of the heard word. Spelling probe and case verification trials were presented in a blocked manner, with six trials per block, six blocks per run, for a total of six runs. High- and low-frequency word trials formed “mini-blocks” within these larger blocks that consisted of one to four trials. The TR was 1500 msec, and a total of 176 volumes were acquired in each run.

Imaging Parameters

MRI data were acquired with a 3.0-T Phillips Intera Scanner at the F. M. Kirby Research Center for Functional Brain Imaging at the Kennedy Krieger Institute (Baltimore, MD). Whole-brain T2-weighted gradient-echo, EPIs were acquired with an eight-channel SENSE (Invivo) parallel-imaging head coil in 29 transverse slices (TR = 1500 msec, echo time = 30 msec, flip angle = 65°, field of view = 240 × 240 mm, matrix 128 × 128, slice thickness = 4 mm, gap = 1 mm). Structural images were acquired using an MP-RAGE T1-weighted sequence that yielded images with a 1-mm isotropic voxel resolution (TR = 8.06 msec, echo time = 3.8 msec, flip angle = 8°).

Data Analysis

Analysis of functional data was carried out using BrainVoyager QX software (Maastricht, Netherlands) as well as with programs developed in MatLab (MathWorks, Natick, MA) for specific analysis purposes. With regard to preprocessing, functional images were slice time and motion corrected and then temporal high-pass filtered to remove components occurring fewer than three cycles over the course of a run. The images were normalized to Talairach coordinates, resampled to 3-mm isotropic voxels, and spatially smoothed (8-mm FWHM Gaussian kernel).

The general linear model approach (Friston et al., 1995) was used to estimate parameter values in a block design. Three general linear models separately modeled the spell, silent reading, and object processing tasks. Spelling was modeled with two regressors corresponding to the high- and low-frequency word blocks of the spelling probe task; all time points corresponding to the case verification trials were used as the baseline condition. Silent reading was modeled with three regressors corresponding to stimulus type: words, consonant strings, and fixation; all time points corresponding to checkerboard trials served as the baseline. Finally, object processing was modeled with two regressors for stimulus type: faces and houses; all time points corresponding to scrambled face and scrambled house trials served as the baseline. Regressors were created by convolving a two-parameter gamma hemodynamic response function with a boxcar function marking the temporal position of each stimulus block type. In addition to the task-specific regressors, for all tasks and each run, six motion correction regressors and an additional confound regressor (representing run number) were included in the model. Group data were subjected to random-effects analysis; for each contrast, cluster size thresholding was estimated using a Monte Carlo randomization technique to estimate a minimum cluster size that, for a given uncorrected voxelwise p value, will achieve a corrected p value < .05 (Forman et al., 1995). On this basis, for all contrasts reported, we applied a cluster size threshold corresponding to p value of < .05. In addition, the default uncorrected voxelwise p value adopted was p < .005. However, for a small number of contrasts, different uncorrected voxelwise values were adopted (between p < .01 and p < .001). This was done only on those occasions on which the default value obscured a pattern that was reliable across a range of uncorrected voxelwise values. Cluster locations are reported in terms of the location of the peak voxel of each cluster because the peak is more stable under threshold changes than the geometric center. Talairach coordinate values (Talairach & Tournoux, 1988) are used in the text, but Table 1 provides both Talairach and MNI values. Cluster sizes are reported as the number of 1-mm3 voxels; clusters smaller than 50 voxels are not reported.

RESULTS

Analysis 1. Reading, Spelling, and Visual Object Processing: Basic Neurotopography

Silent Reading

A brain-wide evaluation of words > checkerboards (voxelwise threshold p < .005, cluster level p < .05) yielded three large clusters: left mid-fusiform (−39, −46, −5, 6,217 voxels), left IFG (−36, 20, 4; 17,242 voxels), and the right cingulate gyrus (24, −16, 34; 8,677 voxels) (see Figure 2 and Table 1). The right cingulate activation was not limited to the area of the peak in the anterior cingulate but rather extended almost the length of the gyrus. Further analysis revealed that the left IFG cluster was composed of three smaller clusters (with peaks at −39, 26, 19, IFG triangularis; −36, 20, 4, IFG triangularis; and −39, 2, 28, IFG opercularis) that are reported in brackets in Table 1. The most posterior of the three was centered near an area of the left hemisphere referred to as the inferior frontal junction (IFJ) that is located at the junction of the inferior frontal sulcus and the inferior precentral sulcus. We will refer to this region as the IFG/IFJ (see Figure 2B). Both the fusiform and the IFG activations were highly left lateralized; in fact, right hemisphere fusiform activation (42, −52, −17) appeared only at an uncorrected p < .01 and right hemisphere IFG/IFJ activation did not appear at any meaningful threshold. Activation in the region of the left angular gyrus bordering on the intraparietal sulcus (IPS) was observed only at a more lenient voxelwise threshold.
Table 1. Locations of the Activation Peaks for All Significant Clusters Found for Each of the Contrasts Carried out in Analysis 1: Talairach Coordinates Are Presented, with MNI Coordinates in Parentheses

<table>
<thead>
<tr>
<th>Object Processing</th>
<th>Reading</th>
<th>Spelling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face &gt; House</td>
<td>House &gt; Face</td>
<td>Words &gt; Chx</td>
</tr>
<tr>
<td>R parahippocampal g.</td>
<td>27, −55, −11</td>
<td>(27, −56, −16)</td>
</tr>
<tr>
<td>L parahippocampal g.</td>
<td>−27, −82, 13</td>
<td>(−27, −85, 10)</td>
</tr>
<tr>
<td>R fusiform g.</td>
<td>27, −55, −11</td>
<td>(27, −56, −16)</td>
</tr>
<tr>
<td>L fusiform g.</td>
<td>−27, −82, 13</td>
<td>(−27, −85, 10)</td>
</tr>
<tr>
<td>R sup temporal s./g.</td>
<td>54, −43, −2</td>
<td>(55, −44, −5)</td>
</tr>
<tr>
<td>L sup temporal s./g.</td>
<td>−42, −49, 7</td>
<td>(−42, −51, 5)</td>
</tr>
<tr>
<td>R inf frontal g</td>
<td>45, −1, 28</td>
<td>(45, −2, 30)</td>
</tr>
<tr>
<td>L sup frontal s.</td>
<td>−15, 11, 37</td>
<td>(−15, 9, 41)</td>
</tr>
<tr>
<td>R mid-frontal g.</td>
<td>57, −4, 34</td>
<td>(58, −6, 57)</td>
</tr>
<tr>
<td>R cingulate g.</td>
<td>24, −16, 34</td>
<td>(24, −18, 36)</td>
</tr>
<tr>
<td></td>
<td>15, −37, 13</td>
<td>(15, −39, 12)</td>
</tr>
<tr>
<td></td>
<td>27, −40, 1</td>
<td>(27, −41, −1)</td>
</tr>
</tbody>
</table>

Voxelwise (uncorrected) thresholds were first applied at \( p < .005 \) for all contrasts except for Spell > Case \( (p < .0001) \) and Consts > Chx \( (p < .01) \). Voxels were then subjected to cluster size correction for multiple comparisons at \( p < .05 \), for all contrasts. Brackets indicate peak activations of the three clusters that make up the extensive Words > Chx activation region. Chx = checkerboards; Consts = consonant strings; Freq = lexical frequency; L = left hemisphere; R = right hemisphere; g = gyrus; s = sulcus; inf = inferior; sup = superior; IFJ = inferior frontal junction; oper: opercularis; triang: triangularis.
of $p < 0.01$, a level at which activations were more diffuse and less clearly differentiated into distinct clusters.

A brain-wide evaluation of consonants $>$ checkerboards (voxelwise threshold $p < .01$, cluster level $p < .05$) yielded three clusters at the same left hemisphere locations as those found for the words $>$ checkerboards contrast: left mid-fusiform ($-45, -46, -11$; 2,408 voxels), left IFG/IFJ ($-42, -7, 31$; 3,069 voxels), and right cingulate gyrus ($30, -31, 4$; 4,781 voxels).

A comparison of the neural response for words versus consonants (voxelwise threshold $p < .005$, cluster level $p < .05$) revealed no voxels with significantly greater activation for consonants than for words, although four clusters in which words $>$ consonants were identified: bilateral posterior STS/middle temporal gyrus (left: $54, -43, -2$; 2,405 voxels; and right: $-42, -49, 7$; 6,888 voxels), right posterior middle frontal gyrus ($57, -4, 34$; 2,397 voxels), and left IFG ($-24, 5, 4$; 5,955 voxels). In terms of the left fusiform specifically, words $>$ consonants activation was apparent only at an uncorrected $p < .003$. We return to the comparison of words and consonants strings in Analysis 3 in which we consider targeted small volume examinations.

### Spelling

Whole-brain evaluation of spell $>$ case (voxelwise threshold $p < .0001$, cluster level $p < .05$) revealed five clusters: left mid-fusiform ($-48, -52, -11$; 569 voxels), left IFG/IFJ ($-42, 2, 22$; 604 voxels), left superior frontal sulcus ($-15, 11, 37$; 300 voxels), left posterior superior temporal gyrus/sulcus ($-36, -43, 4$; 261 voxels), and right posterior cingulate gyrus ($15, -37, 13$; 679 voxels) (see Figure 2 and Table 1). Only at the more lenient voxelwise thresholds of 0.01 or 0.05 was activation observed in the left intraparietal sulcus and supramarginal gyrus region; however, as was the case for the reading task, at these thresholds, activations were poorly differentiated into clusters. Overall, activation was highly left lateralized, such that the only right hemisphere activation was in the right posterior cingulate. This continued to be the case even as the threshold was lowered; in fact, at no reasonable threshold were significant spell $>$ case activations observed in either the right fusiform or the IFG/IFJ regions.

A brain-wide evaluation of case $>$ spell yielded no significant voxels. Only at the very lenient uncorrected $p < .01$ did case $>$ spell clusters appear in the right and left hemisphere superior and middle temporal gyri ($51, -58, 19$; $-42, -61, 22$; $57, -10, -14$) and the left superior frontal gyrus ($-18, 50, 34$).

Using only the trials from the spelling probe task, we evaluated effects of lexical frequency by comparing low-frequency words directly to a baseline of high-frequency words. Note that this direct contrast (without using the case verification task as a baseline) identifies general lexical frequency effects and not orthographic effects specifically, that is, because the spelling probe task involves both listening to a word and recovering its orthographic form from long-term memory and the case verification baseline serves to isolate the orthographic components of the task by “removing” the auditory word processing aspects. In this way we can evaluate frequency effects more broadly throughout the language system. We return to this point later. The results of the low-frequency $>$ high-frequency contrast (voxelwise threshold $p < .005$, cluster level $p < .05$)
revealed a pattern of highly left-lateralized activation with five clusters: left fusiform (−36, −54, −14; 5,257 voxels), left IFG/IFJ (−27, 8, 25; 3,219 voxels), left superior temporal gyrus (−57, −10, 1; 1,902 voxels), left posterior white matter (−27, −55, 13; 2,503 voxels), and right posterior cingulate (27, −40, 1; 2,310 voxels).

**Objects**

To identify brain areas that were especially responsive to faces as compared with houses and vice versa, the neural response to faces was contrasted with the response to houses, relative to a baseline condition of scrambled face and house images. Brain-wide analysis revealed two clusters for faces > houses and two clusters for houses > faces (voxelwise threshold p < .005, cluster level p < .05).

As can be seen in Figure 2, the two houses > faces clusters extended along the right and left parahippocampal/lingual gyrri with peaks at 27, −55, −11 (cluster size = 19,824) and −27, −82, 13 (cluster size = 14,604). The two faces > houses clusters both appear in the right hemisphere. One is in the mid-fusiform gyrus (51, −46, −11; 9116 voxels), and the other is in the IFG/IFJ (45, −1, 28; 1561 voxels). At thresholds corrected for multiple comparisons, we observed no left hemisphere activation for faces > houses, and only at an uncorrected p < .005 did we observe a left fusiform cluster (−36, −64, −17); in addition, there was no left hemisphere IFG/IFJ activation for faces > houses at any meaningful threshold.

**Summary**

The results we reported for object processing are consistent with those reported in the literature for both faces and houses. For example, the activation for faces > houses includes the fusiform region most typically reported as being especially responsive to faces and sometimes referred to as the fusiform face area (39 ± 3, −40 ± 7, −16 ± 5) (Grill-Spector, Knouf, & Kanwisher, 2004). Similarly, the activation for houses > faces included the location of what is sometimes referred to as the parahippocampal area (21 ± 5, 54 ± 7, −9 ± 4) (Aguirre, Zarahn, & D’Esposito, 1998).

The neurotopography of reading and spelling revealed by this analysis is also highly consistent with the lesion-deficit and neuroimaging research reviewed in the Introduction. Specifically, both tasks activated areas within the left fusiform and the left IFG. The apparent sharing of substrates is investigated more thoroughly in Analysis 2.

Given the prominent role played by the angular gyrus in neurological theories of written language processing, it is worth briefly commenting specifically on the results regarding this area. As indicated, we find activation in the intraparietal sulcus and angular gyrus for both reading and spelling but only at thresholds more lenient than those that clearly identified the fusiform and IFG/IFJ activations. One possibility is that these relatively weaker activations as well as the inconsistencies across imaging studies and discrepancies between neuroimaging and deficit-lesion correlation studies (described in the Introduction) may be due to greater variability in the individual recruitment of substrates within this region; certainly, this neuroanatomical area and these issues would benefit from more targeted investigation.

**Analysis 2. Overlapping Substrates?**

**Reading and Spelling**

To evaluate the relationship between the neural substrates of reading and spelling, we carried out two analyses. First, we identified areas of overlapping neural responsivity for reading and spelling, and second, we more carefully examined the identified areas by comparing the cross-modality differences in peak activations for reading and spelling to the variability observed in repeated within-modality assessments. (Note that both analyses considered only data from word stimuli, given that the spelling task only involved words.)

As depicted in Figure 3A, brain-wide evaluation of the words > checkerboards and spell > case contrasts (using the same thresholds as in Analysis 1) identified only two regions that were responsive to both modalities of orthographic processing: one in the left fusiform gyrus (−42, −48, −13; 341 voxels) and another in the left IFG/IFJ (−42, 3, 24; 538 voxels). That is, spelling significantly activated voxels within two of the three regions that were found to be significantly active for reading, and reading activated voxels within two of the five regions that were active for spelling.

Although this analysis indicates the existence of neural tissue that is jointly sensitive to reading and spelling, it does not reveal the degree of similarity in the activation “topography” within these regions for the two orthographic modalities. A key (and relatively stable) feature of the activation topography is the location of the activation peaks. For example, one possibility to be considered is that although reading and spelling coactivate voxels within the regions identified just above, their peak activations could be distinct, suggesting a potentially critical distinction between the two. In fact, the reading and spelling activation peaks in the fusiform, and the IFJ/IFG (opercularis) that were identified in Analysis 1, although geographically close, are not identical (see Table 1). To evaluate the significance of these differences, we examined whether the peak locations are reliably different across the modalities (reading and spelling) given the variability that could be expected from repeated measurements within each modality.

To estimate this variability, for both the fusiform and the IFJ/IFG, we identified activation peaks for both reading and spelling on the basis of split-half samplings of the data in each modality. For spelling, we evaluated 20 samples, each consisting of three of the six run total, and for reading,
we evaluated 20 samples each consisting of three of the six block total (of words and checkerboards).

The 20 values obtained for each of the \( x, y, z \) coordinates for both the fusiform and the IFG/IFJ locations were compared for reading versus spelling (see Table 2). The results of the six \( t \) test evaluations of these data sets revealed no significant differences (\( p \) values ranging from .57 to .11) between reading and spelling activation peaks, except for the \( x \)-coordinates of the IFG/IFJ clusters (\( p < .02 \)). This indicates a potentially significant 2-mm difference between the spelling (mean \( \times \) value = −41) and the reading (mean \( \times \) value = −39) peaks. However, even this difference would not be significant if a correction for the multiple comparisons (the six \( t \) tests) was applied to this analysis.

### Houses and Faces

The results of Analysis 1 revealed large clusters that were more responsive to houses versus faces and vice versa. The finding of nonoverlapping areas for faces and houses does not mean, of course, that voxels within these clusters are not responsive to both faces and houses when evaluated relative to some neutral baseline, such as scrambled images. To address this question directly, we carried out a brain-wide conjunction analysis of faces > scrambled images and houses > scrambled images. This analysis identifies the areas of intersection in which both faces > scrambled images and houses > scrambled images are significant. The results revealed (voxelwise threshold \( p < .005 \), cluster level \( p < .05 \)) bilateral, right lateralized regions within the fusiform and the middle occipital gyrus (right hemisphere: 27, −91, −2; 18,405 voxels; left hemisphere: peak = −33, −79, −14; 13,561 voxels). Included for comparison purposes are the regions (also depicted in Figure 2A) especially sensitive to faces (yellow = faces > houses) and houses (pink = houses > faces).

### Table 2. Mean and SD (in Parentheses) of the Activation Peaks of Clusters in the Left Fusiform Gyrus and the Left IFG/IFJ, Obtained from 20 Split-half Data Analyses of Reading (Words > Checkerboards) and Spelling (Spell > Case)

<table>
<thead>
<tr>
<th>Coordinates</th>
<th>Left Mid-fusiform</th>
<th>Left IFG/IFJ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reading</td>
<td>Spelling</td>
</tr>
<tr>
<td>( x )</td>
<td>(-41.4 (1.6) )</td>
<td>(-41.9 (3.3) )</td>
</tr>
<tr>
<td>( y )</td>
<td>(-48.9 (4.5) )</td>
<td>(-47.2 (6.2) )</td>
</tr>
<tr>
<td>( z )</td>
<td>(-15.5 (5.0) )</td>
<td>(-13.3 (3.6) )</td>
</tr>
</tbody>
</table>

Only the \( x \) values for the IFG/IFJ clusters differ significantly (\( p < .02 \)), although not if a correction for multiple comparisons is applied. See text for more details.
**Objects and Orthography**

No areas of intersection between objects (faces or houses) and orthography (reading or spelling) are seen when brain-wide activations specific to faces, houses, reading, and spelling (at a voxelwise threshold $p < .005$, cluster level $p < .05$; or more stringent) are superimposed on one another. It is only when the voxelwise threshold is lowered beyond this level and when activations become large and ill defined that we begin to see overlapping areas, and these increase in extent as the threshold is lowered. We address the question of the relationship between object and orthographic substrates more systematically in Analysis 3.

**Summary**

With regard to the relationship between reading and spelling, the analyses clearly reveal that not only is there neural tissue that is jointly sensitive to reading and spelling in the left mid-fusiform and the IFG/IFJ but that the locations of the peak activity in the two modalities are statistically indistinguishable. With regard to object processing and the relationship between object and orthographic processing, we find regions of cortex within the fusiform and occipital lobes that are differentially sensitive to the categories of objects, faces, and written words. Although we cannot rule out that these categories may also activate common substrates, it is quite clear that there are distinctive activation distributions for stimulus processing in these categories.

**Analysis 3. Small Volume Investigation of the Fusiform, Occipital, and IFG/IFJ Regions**

Targeted small volume analyses were carried out in the fusiform gyrus, the occipital lobe, and the IFG/IFJ region. Seven locations were selected bilaterally (for a total of fourteen 1-cm³ volumes), and $t$ tests were used to examine the average responsiveness of the voxels within each volume (using the BrainVoyager’s VOI analysis procedure; see the red squares in Figure 4A–C for VOI locations).

A mid-fusiform volume was selected at coordinates commonly reported in the literature for the VWFA ($±38, −44, −16$), and then anterior ($±38, −24, −16$) and posterior ($±38, −64, −10$) volumes were selected to be equidistant from the mid-fusiform volume (while remaining within the neuroanatomical confines of the gyrus). Two occipital locations were examined bilaterally, one in the middle occipital gyrus, just posterior to the fusiform gyrus ($±28, −84, −6$), and another in the lingual gyrus ($±10, −82, −3$).
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the latter permitting an evaluation of early visual processes. Two bilateral posterior frontal locations were selected: bilateral IFJ volumes were created centered on the average coordinates of IFJ activations reported in the recent literature (±42, 35, 32; Brass & von Cramon, 2002, 2004; Derrfuss, Brass, & von Cramon, 2004) and located at the junction between the inferior and middle frontal gyri and the sulcus of the precentral gyrus; in addition, bilateral IFG volumes were created so as to be fully contained within the posterior IFG (opercularis; ±48, 6, 20).

At each volume, eight contrasts were examined: spell/case, low/high frequency (spelling), words/checkerboards (reading), consonants/checkerboards (reading), words/consonants (reading), faces/houses, houses/scrambled, and faces/scrambled. To correct for the fact that each volume was subjected to eight comparisons, a Bonferroni-corrected value of p < .0063 was applied to determine statistical significance of the contrasts at each volume. The results are depicted in Figure 4A–C.

With regard to the fusiform (see Figure 4A), the bilateral posterior fusiform was responsive only to houses (p < .00008) and faces (p < .00003) relative to scrambled images. The bilateral mid-fusiform was sensitive to the general contrast of face > scrambled (right: p < .0005 left: p < .0002). In addition, the right mid-fusiform was significantly sensitive to the specific contrast of faces > houses (p < .002), and the left mid-fusiform showed a very strong trend toward significance for this contrast (p < .008). The mid-fusiform VOIs exhibited a markedly asymmetric responsiveness to all of the orthographic contrasts, with only the left mid-fusiform exhibiting significant sensitivity to the following: in spelling, spell > case (p < .0002) as well as low-frequency > high-frequency words (p < .004); in reading, both words > checkerboards and consonants > checkerboards were significant (words: p < .002; consonants: p < .006) as was the comparison of words > consonants (p < .003). In the anterior fusiform, the only significant effect was in the left anterior fusiform, which exhibited sensitivity to low-frequency > high-frequency words (p < .002).

In the occipital lobe (see Figure 4A and B), the middle occipital gyrus exhibited bilateral effects of house > scrambled images and face > scrambled images (houses: p < .00002; faces: p < .005), whereas the bilateral lingual VOIs were the only ones to show an effect of checkerboards > words (p < .005) or consonant strings (p < .003). In addition, the right lingual gyrus exhibited an effect of scrambled images > faces (p < .004).

The IFJ and the IFG volumes had highly similar patterns of responsivity. They exhibited markedly asymmetric responses (Figure 4C) such that in the left hemisphere, both the IFJ and the IFG exhibited sensitivity only to orthographic conditions: spell > case (p < .0005), words > checkerboards (p < .00001), and consonants > checkerboards (p < .005); in the right hemisphere, the right IFJ exhibited significant effects only for faces, specifically faces > houses (p < .004) and faces > scrambled images (p < .005), and the right IFG exhibited similar sensitivity to faces although the effect did not quite pass the Bonferroni threshold faces > houses (p < .007).

Summary

The small volume analyses confirm the results of the brain-wide analyses reported in Analyses 1 and 2 and reveal a highly differentiated pattern of responsivity across the posterior brain and in the IFG/IFJ for both orthographic and object stimuli. The primary axes of this differentiation are posterior to anterior and right versus left hemispheres. We discuss these findings in more detail in the General discussion.

GENERAL DISCUSSION

In this article, we report on an fMRI investigation evaluating the brain’s response to the tasks of silent reading, spelling, and the passive viewing of faces and houses. The objectives were to further our understanding of the relationship between orthographic comprehension and production (reading and spelling) and, in turn, their relationship to visual object processing. Whole-brain and small volume analyses converge on the following empirical findings. (1) Neural tissue in the left hemisphere mid-fusiform gyrus and the IFG (including the IFJ) are responsive to both reading and spelling. (2) The left mid-fusiform region, in addition to its general responsiveness to orthographic processing, exhibits sensitivity to lexical factors, namely, greater responsivity to words relative to consonant strings, and to low-frequency words relative to high-frequency words. (3) In contrast, the anterior portion of the left fusiform gyrus is responsive to differences in lexical frequency but not to orthographic processing (either reading or spelling). (4) Within the inferior temporal lobes, we find bilateral regions that are responsive to both faces and houses as well as additional regions that are more strongly activated by faces compared with houses or vice versa. (5) Substrates for objects (faces and houses) and orthographic processing (reading and spelling) are largely nonoverlapping, except for a strong trend in the left mid-fusiform for responsivity to both faces and orthography. In fact, orthography (reading and spelling) and face processing activate generally complementary homologous areas in the fusiform and IFG, with activations that are lateralized to the left and right hemispheres, respectively.

Reading and Spelling: Shared Substrates?

This study evaluated both reading and spelling in the same individuals, providing a strong test of the hypothesis of shared components for reading and spelling. Both whole-brain and small volume analyses revealed highly reliable areas of overlapping activation for reading and spelling in both the left mid-fusiform gyrus and the left IFG/IFJ. Furthermore, the activation peaks for reading and spelling in these two areas are neuroanatomically close and
orthographic lexicon, mediates between letter forms and meaning (see Figure 1A). This characterization of the function of the left mid-fusiform is consistent with the proposals of a number of researchers regarding reading (Glezer, Jiang, & Riesenhuber, 2007; Proverbio, Zani, & Adorni, 2009; Vinkler et al., 2007; Hillis et al., 2001; Samuelsson, 2000; but see Jobard et al., 2003; Mechelli et al., 2003; Howard et al., 1992) and also spelling (e.g., Tsapkini & Rapp, 2010; Rapcsak & Beeson, 2004). That is, the results support the view that reading and spelling share an orthographic lexicon. Also noteworthy is the posterior–anterior transition in sensitivity from both lexical and orthographic factors (in the mid-fusiform) to only lexical frequency (in the anterior fusiform). This finding is consistent with proposals in which the posterior–anterior axis of the left fusiform is characterized as instantiating increasingly abstract, complex, and eventually modality-independent lexical processing (Vinkler et al., 2007; Binder, Medler, Westby, Liebenthal, & Buchanan, 2006; Dehaene, Cohen, Sigman, & Vinkler, 2005). Along these lines, a number of results have supported the claim that anterior region of the left fusiform is an amodal language area representing the abstract word representations that mediate between orthographic, phonemic, and semantic information (among others, see Jobard, Vigneau, Mazoyer, & Tzourio-Mazoyer, 2006; Hillis et al., 2005; Cohen et al., 2004; Jobard et al., 2003; Damasio, 1989). Furthermore, this claim is also consistent with the evidence from semantic dementia and other sources that underscores the role of the anterior temporal lobe in the representation and processing of word meaning (e.g., Mummery et al., 1999). Finally, the finding of substrates sensitive to nonorthographic lexical factors adjacent to those that appear to be specifically involved in orthographic processing is consistent with a number of reports reviewed in the introduction, indicating activation in the fusiform region for spoken language lexical retrieval (for reviews, see Price & Devlin, 2003, 2004). It should be evident that considerable work is still required to understand the precise neural underpinnings of these various intimately related cognitive operations that apparently depend on left inferior temporal substrates.

The Left Fusiform Gyrus

With regard to the left fusiform, the area of shared activation for reading and spelling (Figure 3A) clearly coincides with the region observed in a large number of neuroimaging studies of reading and referred to as the VWFA (Cohen & Dehaene, 2004). It also falls within the region implicated in lesion studies of spelling (Rapcsak & Beeson, 2004) and is consistent with the sparse neuroimaging data on spelling that is available (Beeson et al., 2003; Rapp & Hsieh, 2002). The natural next question is which shared orthographic processing components (Figure 1A) make use of the left mid-fusiform area? There are various aspects of the results that are relevant in answering this question. First, the mid-fusiform area is responsive to both words and consonant strings relative to checkerboards, indicating a role in orthographic processing. Second, the area is more sensitive to words than consonant strings and more sensitive to low-than high-frequency words. This sensitivity to lexical factors indicates that the region is not merely sensitive to orthography in general but to lexical orthography in particular. Third, we can rule out that the sensitivity to both orthographic and lexical factors is attributable to attentional factors that can be expected to affect the hemodynamic response more broadly, because the pattern observed in mid-fusiform stands in clear contrast with that observed in the anterior fusiform. This combination of findings leads to the conclusion that the mid-fusiform region is specifically involved in the representation of (or access to/from) orthographic word forms. In other words, it contributes to the retrieval or processing of the long-term memory representations of the spellings of words. This function, often referred to as the orthographic lexicon, mediates between letter forms and meaning (see Figure 1A). This characterization of the function of the left mid-fusiform is consistent with the proposals of a number of researchers regarding reading (Glezer, Jiang, & Riesenhuber, 2007; Proverbio, Zani, & Adorni, 2008; Vinkler et al., 2007; Hillis et al., 2001; Samuelsson, 2000; but see Jobard et al., 2003; Mechelli et al., 2003; Howard et al., 1992) and also spelling (e.g., Tsapkini & Rapp, 2010; Rapcsak & Beeson, 2004). That is, the results support the view that reading and spelling share an orthographic lexicon. Also noteworthy is the posterior–anterior transition in sensitivity from both lexical and orthographic factors (in the mid-fusiform) to only lexical frequency (in the anterior fusiform). This finding is consistent with proposals in which the posterior–anterior axis of the left fusiform is characterized as instantiating increasingly abstract, complex, and eventually modality-independent lexical processing (Vinkler et al., 2007; Binder, Medler, Westby, Liebenthal, & Buchanan, 2006; Dehaene, Cohen, Sigman, & Vinkler, 2005). Along these lines, a number of results have supported the claim that anterior region of the left fusiform is an amodal language area representing the abstract word representations that mediate between orthographic, phonemic, and semantic information (among others, see Jobard, Vigneau, Mazoyer, & Tzourio-Mazoyer, 2006; Hillis et al., 2005; Cohen et al., 2004; Jobard et al., 2003; Damasio, 1989). Furthermore, this claim is also consistent with the evidence from semantic dementia and other sources that underscores the role of the anterior temporal lobe in the representation and processing of word meaning (e.g., Mummery et al., 1999). Finally, the finding of substrates sensitive to nonorthographic lexical factors adjacent to those that appear to be specifically involved in orthographic processing is consistent with a number of reports reviewed in the Introduction, indicating activation in the fusiform region for spoken language lexical retrieval (for reviews, see Price & Devlin, 2003, 2004). It should be evident that considerable work is still required to understand the precise neural underpinnings of these various intimately related cognitive operations that apparently depend on left inferior temporal substrates.

The Left IFG/IFJ

The finding of shared substrates for reading and spelling within the left IFG/IFJ region is generally consistent with results reported in the neuroimaging and neuropsychological literature for reading (Bolger, Perfetti, & Schneider, 2005; Jobard et al., 2003; Mechelli et al., 2003; Turkeltaub et al., 2002; Paulesu et al., 2000; Price, 2000; Fiez & Petersen, 1998). It is worth noting, however, that the precise location of activations within the posterior IFG region for reading is quite variable across neuroimaging studies ($\chi = -32$ to $-61$; $\gamma = -5$ to $+20$; $\lambda = 10$ to $30$), and the tasks used to evaluate reading are also quite disparate. For spelling, it has been reported that dysgraphia can also result from lesions to this general region (see Hillis et al., 2002 for a review).
The attribution of cognitive functions to the left posterior IFG/IFJ is not straightforward because, although activation in the opercular IFG is often reported in neuroimaging studies of reading, it has received markedly less attention than has the fusiform. Furthermore, the cognitive functions that have been attributed to the posterior IFG are extremely diverse and include lexical semantics (Bolger et al., 2005), grapheme–phonology conversion (Jobard et al., 2003), lexical retrieval (Price, 2000), phonological processing (Pugh et al., 1996), and the orthographic lexicon (Hillis et al., 2002). The results of our VOI analyses do not strongly support any one of these proposals. The results reveal a highly similar pattern of responsiveness in both the left IFJ and the IFG, with both showing significant sensitivity to reading and spelling. In both areas, the effects of lexical factors (frequency, lexical status) did not meet the Bonferroni-corrected thresholds, although in all cases the p values for the contrasts of low-frequency > high-frequency and words > consonants were less than .05. In sum, in terms of orthographic processing, the pattern of responsiveness of the left IFG/IFJ region was quite similar to that of the left mid-fusiform, except that sensitivity to lexical factors was weaker.

In addition to possible language-specific functions of the posterior IFG/IFJ mentioned just above, other types of functions have been proposed. In recent articles, Derrfuss, Brass, Neumann, and von Cramon (2005) and Brass and von Cramon (2002, 2004) have identified the IFJ as a functional area that is independent of the mid-dorsolateral pFC, and they have proposed that it is involved in cognitive control, with the specific function of updating task representations in situations where task and response demands are changing. In a meta-analysis, Derrfuss et al. found bilateral IFJ activation for experimental paradigms that required updating task representation (e.g., set switching, task switching, S-R reversal tasks) and also left IFJ activation for various Stroop tasks. However, although the paradigm we used for evaluating spelling certainly involved updating task representations (between the spell and case tasks), the silent reading task did not. The reading task was a passive viewing task, and although the stimuli did switch between blocks of words, consonant strings, and checkerboards, the task remained constant throughout (to simply attend carefully to the stimuli). Similarly, the right IFJ sensitivity to faces > houses that we have reported was also the product of a passive viewing task that involved stimulus set switching (houses, faces, and scrambled images) but not task changes. Given this, the function of updating representations does not provide a satisfactory candidate for the processes that are shared by reading and spelling in this area.

Another direction for thinking about the functionality of this region comes from the literature on mirror neurons. It has been argued that this system, in which the same neurons are responsive to both seeing an action performed and performing the action, is likely to play a key role in action imitation and/or in forming the basis of action understanding (for a review, see Rizzolatti & Craighero, 2004). In the monkey, premotor area F5 has been identified as a key component of the motor neuron system. Intriguingly, the human homologue of area F5 is considered to be the opercularis region of the IFG (Petrides & Pandya, 1997). fMRI studies in humans have supported this localization, reporting responsiveness in this area in a number of critical conditions (e.g., Buccino et al., 2001; Iacoboni et al., 1999). However, it is not straightforward to derive specific conclusions regarding the functionality of this region for written language, especially given the broader claim that spoken language may have its roots in gestural communication and the motor neuron system (Rizzolatti & Arbib, 1998). At this point, this remains an avenue that merits additional scrutiny.

In sum, we find clear evidence of shared substrates for reading and spelling. The results specifically provide strong support for a shared lexical orthographic function in reading and spelling in the left mid-fusiform region. With regard to the IFG/IFJ, the results reveal a common recruitment of the posterior inferior frontal area by both reading and spelling, although the function of this area for written language remains unclear. One concern that should be discussed is the possibility that the spelling probe task recruits shared substrates with reading, although these substrates would not normally be recruited in spontaneous spelling or spelling to dictation. Although this cannot be ruled out, there are good reasons to think that this is unlikely. First, as we have noted, there is considerable lesion evidence indicating that left fusiform and IFG lesions are associated with acquired dysgraphia. Second, previous neuroimaging studies of spelling reported activation in these same regions. Thus, the neural substrates identified in this work are not unexpected, what the research does is (a) provide converging evidence of spelling substrates from a different spelling task and (b) allow for a strong test of the shared components hypothesis by examining both reading and spelling in the same individuals.

**Objects and Orthography in the Literate Brain**

With regard to object processing, we found bilateral regions of the inferior temporal/occipital lobes that were jointly responsive to both faces and houses as well as regions of special sensitivity to houses versus faces and vice versa (Figure 3B). These results support the claims of considerable differentiation in the neural substrates that support the processing/representation of different object categories (e.g., Haxby et al., 2001). Also consistent with the literature is our report of left–right and anterior–posterior asymmetries for object processing (e.g., Lerner, Hendler, Ben-Bashat, Harel, & Malach, 2001). Activation is right lateralized for both faces and houses, and we see an increasing specificity of response along a posterior–anterior axis from the lingual gyrus, through the middle occipital...
and posterior fusiform gyri to the mid-fusiform and parahippocampal areas. However, this study was not designed to evaluate whether the category-specific response differences we have reported are indeed category specific or if, instead, they represent some aspect of visual object processing that is accentuated in these categories but not limited to them.

With regard to the relationship between objects and orthography, brain-wide analyses revealed no areas of intersection between objects (faces or houses) and orthography (reading or spelling) at the various thresholds that showed clear activation patterns for each of these tasks (Figure 2A and B). These results indicate, as has been proposed by other researchers (e.g., Puce et al., 1996), that orthographic and object stimuli produce distinctive patterns of neural activity. When considering these patterns of activation, one is struck by the relationship between the activations produced by faces and orthography in both the mid-fusiform and the IFG/IFJ. In both regions, activation is highly symmetrical for the two categories but with complementary lateralization.

With respect to the IFG/IFJ area, the recruitment of right and left IFG/IFJ by face and orthographic processing, respectively, indicates a lateralized category specificity in the frontal operculum that has not been highlighted in the literature. Interestingly, Derrfuss et al. (2005) in their meta-analysis reported (but did not discuss) differences in the IFJ lateralization of activations for the two sets of studies they analyzed. The set of studies that consisted of task-switching paradigms produced bilateral IFJ activation, and the set that included Stroop tasks yielded primarily left hemisphere IFJ activation. This asymmetry could be consistent with our findings as it may be based on stimulus category differences. The two sets of tasks Derrfuss et al., and Brass and von Cramon (2002, 2004) used also differed in stimulus types, with the left-lateralized Stroop set involving words and the bilateral task-switching involving objects, figures, numbers, or faces (in addition to words or letters).

The observed spatial symmetry between faces and orthography suggests a fundamental relationship between the two. Given the recent introduction of written language into the human repertoire, one possibility is that written language makes use of (perhaps redundant) substrates that were selected for face processing over the course of evolution. In line with this idea, Dehaene and Cohen (2007) recently proposed that the parts of human cortex that are specialized for cultural domains (such as reading or arithmetic) are the product of “cultural recycling of cortial maps.” They argue that cultural skills recruit or “invade” preexisting neural circuits that carry out computational functions that are similar to those required by the cultural skill and that are also sufficiently plastic so that they can adapt to the specific demands of the newly acquired skill. At least for the mid-fusiform area, one can speculate that the original functionality should be something that distinguishes face processing from house processing but is shared by both face and written word processing. There may be a common computational demand for the accurate perception of the spatial characteristics and positioning of the complex internal elements (letters/facial features) that define objects in categories whose members are “wholistically” very similar (Kleinschmidt & Cohen, 2006). In addition, Dehaene and Cohen argue that the “prior organization is never entirely erased” and suggest that, as a consequence, we would expect the original functionality of the substrates to influence processing within the newly acquired cultural domain. Along these lines, we might also expect to see activation evidence of the original functionality in the culturally “requisitioned” substrates. This would provide a nice account of why the left hemisphere mid-fusiform area continues to be (weakly) responsive to faces.

Conclusions

Since the early work on mirror neurons (Rizzolatti, Fadiga, Fogassi, & Gallese, 1996; Di Pellegrino, Fadiga, Fogassi, Gallese, & Rizzolatti, 1992), it has become increasingly clear that, across a range of cognitive domains, there is an intimate relationship between perception and action. Although the purpose of this relationship continues to be debated, our finding of shared substrates for written language comprehension and production indicates that literacy may also be structured according to these basic principles of neurocognitive organization.
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Notes

1. We note that there have been a number of excellent studies in nonalphabetic scripts such as Chinese or Japanese kanji. We do not include them here because the difference in orthographic systems introduces a factor that could add variability to the findings (see Bolger et al., 2005).

2. We carried out the same small volume analyses with unsmoothed functional data. The results were highly similar with the following two relatively minor differences: significant effects for spell > case extended more posteriorly, including both mid and posterior left fusiform VOIs; also, lexical effects in the left IFG (but not IFJ) were attenuated for both reading and spelling tasks.

3. Exner, in 1881, reported that a region of the posterior, middle frontal gyrus was critical for writing. Since then, a number of studies have referred to this region, and disruption to this area has been associated with spelling and reading deficits as well as reading and writing epilepsy (for a review, see Matsu et al., 2005). Although Matsu et al. (2005) identified Exner’s area with coordinates (~46, 3, 27) that are extremely close to the region of
shared activation for reading and spelling (−41, 3, 24), most others have identified Exner’s area with more superior premotor regions of the posterior middle and even superior frontal gyri (e.g., Roux, Dufour, Giussani, Draper, & Demont, 2009).
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