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Abstract

Visual processing of complex objects is supported by the ventral visual pathway in the service of object identification and by the dorsal visual pathway in the service of object-directed reaching and grasping. Here, we address how these two streams interact during tool processing, by exploiting the known asymmetry in projections of subcortical magnocellular and parvocellular inputs to the dorsal and ventral streams. The ventral visual pathway receives both parvocellular and magnocellular input, whereas the dorsal visual pathway receives largely magnocellular input. We used fMRI to measure tool preferences in parietal cortex when the images were presented at either high or low temporal frequencies, exploiting the fact that parvocellular channels project principally to the ventral but not dorsal visual pathway. We reason that regions of parietal cortex that exhibit tool preferences for stimuli presented at frequencies characteristic of the parvocellular pathway receive their inputs from the ventral stream. We found that the left inferior parietal lobe, in the vicinity of the supramarginal gyrus, exhibited tool preferences for images presented at low temporal frequencies, whereas superior and posterior parietal regions exhibited tool preferences for images present at high temporal frequencies. These data indicate that object identity, processed within the ventral stream, is communicated to the left inferior parietal lobule and may there combine with inputs from the dorsal visual pathway to allow for functionally appropriate object manipulation.

INTRODUCTION

Visual object processing can be separated into two distinct streams: a ventral stream, projecting from primary visual cortex (V1) to ventro-temporal regions, responsible for object identification, and a dorsal stream, projecting to posterior parietal cortex, responsible for the processing of object-directed actions and visuomotor control (e.g., Goodale & Milner, 1992). The dorsal stream can be further separated into a dorso-dorsal stream, including the superior parietal lobe, focused on online visuomotor control of actions, and a ventro-dorsal stream, including the inferior parietal lobe, critical for the representation of complex actions (Rizzolatti & Matelli, 2003; see also Binkofski & Buxbaum, 2013).

Object recognition and optimal visuomotor interactions with objects require information from both the ventral and dorsal streams to be brought into register. In particular, using an object correctly according to its function requires access to the visuomotor computations performed over the volumetric properties of that object, typical of the dorsal stream, as well as access to ventral stream information regarding the identity of the target object, and its canonical function. Exactly how those distinct types of information are integrated remains unclear. Here, we will focus on where in the left parietal lobule these channels of information interact during visual processing of manipulable objects (i.e., tools).

Vision is a highly segregated system, and two main subcortical pathways have been consistently demonstrated—the magnocellular (M) and parvocellular (P) pathways—that separate already in the retina. Retinal midget ganglion cells project to parvocellular layers of the lateral geniculate nucleus (LGN), whereas retinal parasol ganglion cells project to the magnocellular layers of the LGN (e.g., Livingstone & Hubel, 1988). Importantly, magnocellular and parvocellular pathways project differentially to the ventral and dorsal streams. The parvocellular pathway projects mainly to regions within the ventral stream, whereas the magnocellular pathway projects to both dorsal and ventral stream regions (Merigan & Maunsell, 1993; Ferrera, Nealey, & Maunsell, 1992).

This asymmetry in the projection of magnocellular and parvocellular inputs to the dorsal and ventral streams can be leveraged to test where the two streams come into register. Specifically, if we see signatures of parvocellular processing within regions of parietal cortex, then that would suggest that those parietal regions receive information from the ventral (and not the dorsal) visual pathway (for prior work within this framework, see Almeida, Fintzi, & Mahon, 2013; Mahon, Kumar, & Almeida, 2013). In this study, we capitalize on the fact that magnocellular and parvocellular pathways have dissociable temporal frequency preferences: Magnocellular cells have high temporal...
resolution allowing them to detect stimuli at high temporal frequencies (HTFs; such as flickering or fast motion), with highest sensitivity at temporal frequencies between 10 and 20 Hz (Derrington & Lennie, 1984). In comparison, parvocellular cells have a sustained response pattern and thus show a preference for slow-moving or static stimuli and respond more strongly to stimuli at lower temporal frequencies up to 10 Hz with a steep decrease in the ability to respond to frequencies at and above 10 Hz (Livingstone & Hubel, 1988; Derrington & Lennie, 1984). As such, temporal frequencies below 10 Hz (low temporal frequencies [LTFs]) are better processed by the parvocellular pathway, whereas temporal frequencies above 10 Hz (and especially between 10 and 20 Hz, HTFs) are differentially resolvable by the magnocellular pathway. Those temporal frequency preferences, initially established in the macaque, have also recently been shown to obtain in the human brain. Denison, Vu, Yacoub, Feinberg, and Silver (2014) demonstrated that using visual stimuli flickering at 5 and 15 Hz elicited responses in the P and M layers of the human LGN, respectively.

Experiment

In our experiment, we presented sequences of pictures of tools or animals at different presentation rates. Specifically, we presented pictures at LTFs or at HTFs to differentially excite the parvocellular and magnocellular pathways, respectively. We then tested how tool preferences within parietal areas are modulated by the temporal frequency at which the stimuli were presented. If we see areas within parietal cortex that respond more to tool items than control (i.e., animal) items when these items are presented at LTFs typical of parvocellular pathways, then we can conclude that those areas receive their inputs by way of a ventral visual pathway analysis of the input and not a dorsal visual pathway analysis.

METHODS

Participants

Twenty participants were tested, of which 19 completed eight experimental runs and one completed six runs (14 women). All participants were right-handed, had normal or corrected-to-normal vision, and had no history of neurological disorders. The project was approved by the ethical committee of the Faculty of Medicine, University of Coimbra.

Experimental Stimuli

Stimuli were grayscale pictures of animals and tools. Twelve animal and 12 tool items were used, with 20 exemplars for each item (total of 480 pictures). The stimuli were 400 × 400 pixels in size (∼10° of visual angle) and were presented on a gray background, using an Avotec (Stuart, FL) projector at a 60-Hz refresh rate. Colored images were collected from the World Wide Web and internal image databases and converted to grayscale. Items used were as follows: animals = bear, cat, cow, dog, horse, owl, panda, pigeon, rabbit, raccoon, sheep, and tiger; tools = bat, broom, corkscrew, flashlight, flyswatter, hammer, paintbrush, pen, scissors, screwdriver, shovel, and stapler.

General Procedure

A “simple framework” (Schwarzbach, 2011) was used to control stimulus presentation in Psychtoolbox in MATLAB (The MathWorks, Natick, MA) running on Windows 7 (Brainard, 1997). Stimuli were back-projected on a screen that participants viewed with a mirror attached to the head coil. Participants viewed the tool and animal stimuli passively (no response) in a miniblock design. Our design consisted of 2 categories (animals and tools) × 4 presentation rates (5, 10, 15, and 30 Hz) for a total of eight conditions. Each miniblock represented one cell of the design and lasted 8 sec. Miniblocks of stimuli were separated by 8 sec of fixation. The 240 items for each category were repeated twice within the design: Each image from a given category was presented once in the 30-Hz condition (all 240 items) and once again across the remaining three conditions (40 items in the 5-Hz condition, 80 items in the 10-Hz condition, and 120 items in the 15-Hz condition). Miniblocks were then pseudorandomized within each run so that no more than two miniblocks of the same category occurred consecutively. Each run contained two repetitions of the design, or 16 miniblocks in total, and lasted approximately 4 min 40 sec. The speeds of 5, 10, 15, and 30 Hz corresponded to image presentation durations of 200, 100, 67, and 33 msec per image, respectively. Between either Runs 3 and 4, or Runs 4 and 5, participants completed an experimental run to map population receptive fields (data not reported herein).

MRI Parameters

Whole-brain BOLD imaging was conducted on a Siemens (Berlin, Germany) Tim Trio 3-T MRI scanner with a 12-channel head coil at the Portuguese Brain Imaging Network. High-resolution structural T1 contrast images were acquired using a magnetization prepared rapid gradient-echo pulse sequence at the start of each session (repetition time = 2530 msec, echo time = 3.29 msec, flip angle = 7°, field of view = 256 mm, matrix = 256 × 256, 1 × 1 × 1 mm ascending interleaved slices). An EPI pulse sequence was used for T2* contrast (repetition time = 2000 msec, echo time = 30 msec, flip angle = 90°, field of view = 256 mm, matrix 256 × 256, 30 ascending interleaved even–odd slices, voxel size = 1 × 1 × 1 mm). The first two volumes of each run were discarded to allow for signal equilibration.
fMRI Data Analysis

fMRI data were analyzed with the Brain Voyager software package 2.8.1 and in-house scripts drawing on the BVQX toolbox for MATLAB. Preprocessing of the functional data included, in the following order, slice scan time correction (sinc interpolation), motion correction with respect to the first volume of the first functional run, and linear trend removal in the temporal domain (cutoff: two cycles within the run). Functional data were registered (after contrast inversion of the first volume) to high-resolution deskulled anatomy on a participant-by-participant basis in native space. For each participant, echo-planar and anatomical volumes were transformed into standardized (Talairach & Tournoux, 1988) space. Functional data were smoothed at 6-mm (1.5 voxels) FWHM and interpolated to 3 × 3 × 3 mm voxels. The general linear model was used to fit beta estimates to the events of interest. The first derivatives of 3-D motion correction from each run were added to all models as regressors of no interest to attract variance attributable to head movement. All analyses treated participants as a random factor, and there were thus 19 degrees of freedom in the group-level analyses. Experimental events were convolved with a standard two-gamma hemodynamic response function. There were eight (2 × 4) regressors: the category of the stimulus (tools and animals) and the presentation rate of images (5, 10, 15, and 30 Hz).

We computed an ANOVA with two within-participant factors: Category (tool vs. animal) and Presentation rate (5, 10, 15, and 30 Hz). From this, we inspected left parietal cortex for regions exhibiting an interaction between these two factors. We then focused on testing the simple effects and computed four contrasts to look for stronger neural activation for tools than animals at each presentation rate. On the basis of the prior literature in humans (Denison et al., 2014), we then focused on two of those simple contrasts: We focused on tool preferences by comparing neural activation for tools and animals when both stimulus types were presented at temporal frequencies within the parvocellular response spectrum (Tools$_{5\text{ Hz}}$ > Animals$_{5\text{ Hz}}$) or within the magnocellular response spectrum (Tools$_{15\text{ Hz}}$ > Animals$_{15\text{ Hz}}$).

RESULTS

Inferior-to-Superior Organization of Tool Preferences by Temporal Frequency within Parietal Cortex

We first conducted a two-way ANOVA with Category (tool vs. animals) and Presentation rate (5, 10, 15, and 30 Hz) as within-participant factors to test whether responses within left parietal cortex to tool items, compared with animal items, were dependent on the presentation rate at which the target pictures were presented. Figure 1A shows the activation map obtained for the interaction between those two factors (cluster corrected at $p \leq .05$). As can be seen in this figure, an extensive left parietal
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**Figure 1.** Inferior-to-superior organization of left parietal cortex by temporal frequency-dependent tool preferences. (A) Map of the interaction between the two within-participant factors of Category and Presentation rate. An extensive left parietal region was identified. (B) Volume maps of the four simple effects contrasting tools and animals at the different presentation rates. Talairach $z$ values correspond to locations that are typical of some of the landmarks of the tool network. Blue patches correspond to voxels that show stronger activity for tool than animals under 30 Hz, green patches correspond to voxels that show stronger activity for tool than animals under 15 Hz, red patches correspond to voxels that show stronger activity for tool than animals under 10 Hz, and purple patches correspond to voxels that show stronger activity for tool than animals under 5 Hz. All maps thresholded at FDR $q < 0.05$. (C) The parietal region was further studied to understand whether HTF- and LTF-dependent tool preferences were differentially distributed along the inferior-to-superior dimension. Thus, the left parietal interaction region was sliced in 3-mm planes along the $z$ dimension covering the area between $z = 31$ and $z = 61$ ($y$ axis in the plot). For each slice, the average $t$ values for tool preferences for the two key temporal frequencies (5 and 15 Hz) were calculated and subtracted such that positive values on the $x$ axis indicate higher $t$ values for the LTF tool-specific contrast than for the HTF one, whereas negative values on the $x$ axis indicate higher $t$ values for the HTF tool-specific contrast than for the LTF one. AG = angular gyrus; IPS = intraparietal sulcus; SMG = supramarginal gyrus.
area was obtained, spanning parts of the inferior parietal lobule (i.e., the supramarginal gyrus) and superior parietal lobule as well as parts of the intraparietal sulcus.

We then tested tool preferences within each presentation rate and computed four simple effects contrasting tools with animals for each speed (5, 10, 15, and 30 Hz). As can be seen in Figure 1B (all maps thresholded at false discovery rate [FDR] $q < 0.05$), tools elicited stronger activity in medial aspects of the left fusiform gyrus under all presentation rates. However, there were differences in how parietal cortex responded to tools (when compared with animals) at the different speeds. In particular, certain speeds elicited tool-specific activity within more superior aspects of parietal cortex (i.e., the simple contrast for 10 and 15 Hz) or in more inferior aspects (i.e., the simple contrast for 5 Hz) or failed to elicit any differential activity (i.e., the simple contrast for 30 Hz).

Importantly, because we were interested in how different regions within tool-sensitive parietal cortex processed M- and P-biased input, we focused on characterizing tool preferences under M- and P-related speeds. For this, we further inspected the simple effects that have been established as optimal for eliciting P- and M-biased processing and tested these simple effects (Tools > Animals) within the parietal region obtained from our ANOVA. For the P-biased tool contrast, because the parvocellular pathway prefers HTFs below 10 Hz, we inspected tool preferences (i.e., voxels presenting higher activation for tools when compared with animals) when all stimuli (tools and animals) were presented at 5 Hz (see also Denison et al., 2014). To identify tool preferences that are communicated via the magnocellular-dominated dorsal stream, and because the magnocellular pathway prefers HTFs, in particular between 10 and 20 Hz, we explored tool preferences when all stimuli were presented at 15 Hz (see also Denison et al., 2014). Importantly, these contrasts, which show tool preferences separately for HTF and LTF, are entirely independent from one another—thus, there is nothing about this analysis approach that would bias against observing completely overlapping voxels as exhibiting tool preferences for 5- and 15-Hz presentation rates.

The left parietal region presented in Figure 1A was sliced into 3-mm thick planes along the inferior-to-superior plane (i.e., along the z dimension) to capture the divide between superior and inferior aspects of parietal cortex. We treated each slice as a separate ROI and extracted the $t$ values for each of our two simple contrasts (Tools$_{5 \text{ Hz}}$ > Animals$_{5 \text{ Hz}}$) and Tools$_{15 \text{ Hz}}$ > Animals$_{15 \text{ Hz}}$). These $t$ values were compared to ascertain whether, at each slice along the inferior-to-superior dimension, tool preferences presented different biases (i.e., M and P). As can be seen in Figure 1C, there is a clear divide in the M and P biases for the slices below and above $z = 46/49$, which corresponds well with the approximate location of the anterior intraparietal sulcus (for a review, see Garcia & Mahon, 2014). Below $z = 46/49$, $t$ values for the simple effect of tools over animals under LTFs (5 Hz) are, on average, greater than those for tool preferences under HTFs (15 Hz); above $z = 46/49$, $t$ values for LTF-dependent tool preferences tended to be, on average, less than those for HTF-dependent tool preferences.

We then further inspected these M and P simple effects at the whole-brain level. The resulting contrast maps, corrected for multiple comparisons using an FDR of 5% (i.e., all maps thresholded at FDR $q < 0.05$), are shown in Figure 2A. There were largely nonoverlapping regions of left parietal cortex responding differently to these two contrasts. Tool preferences for LTF presentations were observed in more inferior aspects of left parietal cortex principally within BA 40 (i.e., the supramarginal gyrus), whereas tool preferences for HTF presentations were observed in superior (i.e., BA 7) and posterior aspects of left parietal cortex. These findings are in extremely good agreement with prior work indicating an inferior-to-superior dissociation in left parietal tool-prefering regions by subcortical distinctions (Almeida et al., 2013; Mahon et al., 2013). In that prior work, we observed a very similar inferior-to-superior organization whereby inferior parietal regions exhibited tool preferences for stimuli defined by high spatial frequencies (Mahon et al., 2013) or isoluminant chromatic (red/green) information (Almeida et al., 2015). The current findings, using temporal frequencies, converge with those prior findings to indicate that tool preferences in the left inferior parietal lobule are contingent on analysis of the visual input by the ventral visual pathway.

Finally, we sought to compare how the regions we showed to be dependent on LTF or HTF fared with known anatomical and functional parcellations of parietal cortex (e.g., Caspers et al., 2006, 2008; Scheperjans, Eickhoff, et al., 2008; Scheperjans, Hermann, et al., 2008; Choi et al., 2006). First, we wanted to understand whether and how our interaction region and our contrasts of interest overlapped. Figure 2B shows a considerable amount of overlap between the two contrasts and the ROI obtained for the interaction between the category of the stimuli and the presentation rate at which the stimuli were presented. More importantly, Figure 2C shows the overlap of our contrasts of interest with the parcellations proposed by Caspers and colleagues (2006, 2008) for the inferior parietal lobule. According to Caspers and colleagues, the supramarginal gyrus encompasses five subregions that span this region across the posterior-to-anterior dimension: PMm, PF, PFcm, PFt, and PFop. Interestingly, our LTF P-biased tool-prefering region overlaps maximally with area PFt and, to a much lesser extent, with area PF; in contrast, our HTF M-biased tool-prefering regions show no overlap with any of the clusters within the supramarginal gyrus. Interestingly, PFT has been shown to be anatomically connected, among other areas, to anterior and posterior fusiform gyrus, regions within the intraparietal sulcus, and superior parietal areas (Caspers et al., 2011). Moving superiorly, Scheperjans and colleagues (Scheperjans, Eickhoff, et al., 2008; Scheperjans, Hermann,
et al., 2008) and Choi and colleagues (2006) subdivided the human intraparietal sulcus into three regions: hIP1, hIP2, and hIP3. As can be seen in Figure 2D, there is not a lot of overlap between those parcellations and our contrasts. If anything, our P-biased tool preferences overlap minimally with the inferior lateral bank of the intraparietal sulcus around region hIP2, whereas our M-biased tool preferences overlapped with the superior aspect in the vicinity of hIP3. Finally, we also tested the overlap of our contrasts with clusters within the superior parietal lobule and specifically within BA 7. According to Scheperjans and colleagues (Scheperjans, Eickhoff, et al., 2008; Scheperjans, Hermann, et al., 2008), this Brodmann’s area can be further parcellated into four clusters: 7A, 7P, 7PC, and 7M. Figure 2E shows that our M-biased tool contrast overlaps with areas 7A, P, and PC, whereas our P-biased tool contrast shows no overlap with any of these clusters.

It is important to note that these M and P simple effects show that pathway-biased tool preferences extend somewhat beyond the parietal region that was defined by the interaction between Presentation rate and Category (see Figures 1A and 2B). Nevertheless, it seems clear that the major results presented here still hold, albeit in a more spatially circumscribed fashion, even if we look only at the sites where the M and P simple contrasts and the interaction region overlap. That is, P-biased tool preferences are present in the PFr region within the supramarginal gyrus, and in parts of the hIPS (i.e., hIP2), whereas M-biased tool preferences are limited to areas within BA 7 (i.e., 7A and 7PC).

DISCUSSION

Here, we reported evidence that tool preferences in the inferior parietal lobule are contingent on inputs from the ventral visual pathway. We used images of tools and animals and presented them at different temporal frequencies to bias processing either toward the magnocellular or parvocellular pathways. The parvocellular pathway has greater sensitivity for LTFs and projects to the ventral stream, whereas the magnocellular pathway has greater sensitivity for HTFs and projects to both the dorsal and ventral streams. Thus, in the measure to which tool-prefering regions of parietal cortex show stronger tool preferences for LTFs, it can be concluded that those regions receive their inputs from the ventral visual pathway.
We found that tool preferences under LTFs were restricted to the inferior parietal lobe, namely, within area PFt (a region within the supramarginal gyrus), whereas tool preferences under HTFs were present within the superior parts of the parietal lobe, namely, regions 7A, P, and PC within BA 7, and more posterior aspects of the parietal cortex. Because the parvocellular pathway projects to ventral and not dorsal stream structures, the observation that tool preferences in the inferior parietal lobe are carried by LTFs indicates that the inferior parietal lobe receives inputs during visual processing of tools from the ventral visual pathway. This does not preclude our LTF tool-preferring area from receiving M-biased information. As a matter of fact, the subdivision where our area lies— the ventro-dorsal stream—receives input from area MT/V5, a region that receives magnocellular input (Lyon, Nassi, & Callaway, 2010). It seems however that, when filtered through the constraint of exhibiting differential BOLD responses to tools compared with animals, there is a clear bias whereby the major input originates from P-biased ventral stream structures.

It is important to note that the seminal studies demonstrating different temporal frequency profiles for M and P pathways were conducted using very simple stimuli (i.e., gratings) and in nonhuman animals (e.g., owl monkey; Xu et al., 2001), whereas here we used complex objects and measured neural activity in humans. Important, Denison and colleagues (2014) demonstrated that the P and M layers of the human LGN are also excited by LTF and HTF, respectively—notably, the frequencies used by Denison and colleagues were the same as our frequencies of interest. Moreover, there are many differences between our HTF and LTF conditions (e.g., number of pictures presented in each condition) and between our categories of interest (e.g., tools are elongated, whereas most animals are not). Some of these differences were also true, however, for the experiments performed over simple stimuli (e.g., the number of alternations between the phases of the gratings used to separate M and P responses was necessarily different for HTF and LTF, as they were for our LTF and HTF sequences of pictures). Interestingly, other aspects that differ between our conditions should be explicitly addressed in future work, namely, the issue of elongation and how object elongation may be a basic feature that biases processing of a complex object within the ventral and dorsal streams (Almeida et al., 2014; Sakuraba, Sakai, Yamanaka, Yokosawa, & Hirayama, 2012; Almeida, 2010).

Our findings are in line with prior fMRI work by our group (Almeida et al., 2013; Mahon et al., 2013). Those studies explored how other neurophysiological characteristics of the same subcortical pathways affected tool preferences in parietal cortex. Specifically, those studies found that stimuli that contained only high spatial frequencies (Mahon et al., 2013), or were defined by isoluminant red/green differences (Almeida et al., 2013), led to tool preferences restricted to the left inferior parietal lobe. In contrast, tool preferences in superior and posterior parietal cortex were driven by low spatial frequencies (Mahon et al., 2013) and color distinctions (blue/yellow) carried by nonparvocellular pathways (e.g., the koniocellular pathway; Almeida et al., 2013). The results we have reported herein, together with those prior studies, shed new light on the interaction between the dorsal and ventral visual streams, as they illustrate that the computations occurring within the left inferior parietal lobe, presumably related to object manipulation knowledge (Chen, Garcea, & Mahon, 2015; Ishibashi, Lambon Ralph, Saito, & Pobric, 2011; Mahon et al., 2007; Boronat et al., 2005; Kellenbach, Brett, & Patterson, 2003), are contingent on analysis of the visual input by the ventral visual pathway (see also Garcea & Mahon, 2014; Binkofski & Buxbaum, 2013).

The data herein may be a manifestation of an important distinction proposed by Johnson and Grafton (2005) on the difference between “acting on” an object and “acting with” an object. Acting on an object refers to interacting with an object by treating the object as a manipulable entity, devoid of particular functions and manipulations, but focusing on the visuomotor aspects of the object such as its volumetric properties and its spatial relation with the effector. Acting with an object refers to exploiting the object’s typical function and associated manner of manipulation, in the service of a goal. Interestingly, regions within the superior parietal lobule (and in the vicinity of our M-biased tool region) are of central importance for the kinds of processing that subserve acting on an object. For instance, this M-biased tool region shows some overlap with areas within parietal cortex that are responsible for extracting and computing 3-D shape (e.g., DIPSM, DIPSA, and POIPS; Durand, Peeters, Norman, Todd, & Orban, 2009; Georgieva, Peeters, Kolster, Todd, & Orban, 2009; Georgieva, Todd, Peeters, & Orban, 2008; Orban et al., 2003), perhaps suggesting a role in processing volumetric properties such as 3-D shape in the service of preparing a grasp and planning to manipulate an object. Regions within the inferior parietal lobule (and in the vicinity of our P-biased tool region) support the processes that are at play when acting with objects (Brandi, Wohlschläger, Sorg, & Hermsdörfer, 2014; Binkofski & Buxbaum, 2013; Rizzolatti & Matelli, 2003). Clearly, these data also seem to map onto the proposed subdivision of the dorsal pathway into dorso-dorsal and ventro-dorsal streams (Binkofski & Buxbaum, 2013; Rizzolatti & Matelli, 2003).

So how does our tool-selective region, which is contingent on the processing happening within the ventral stream, fit with the proposal of Johnson and Grafton (2005)? There seems to be overlap between our P-biased tool-preferring regions and those reported by Brandi et al. (2014) and Peeters, Rizzolatti, and Orban (2013). Those foci of activity are within the anterior parts of the supramarginal gyrus, more specifically in or around area PFt. Importantly, PFt seems to be coding aspects that are specific to tool-related actions, and not overall
hand actions, and be related with overlearned, function-specific manipulations of familiar tools (e.g., Brandi et al., 2014; Peeters et al., 2013). Our data further chart the complex processing within this region by demonstrating that this information is dependent on the processing happening within the ventral stream. This may be so, potentially, because of the need to retrieve the actual function of the object to map the associated manipulation and therefore implement the causal relationship between function, manipulation, and consequential use of a tool. This is also in line with the findings of Valyear and Culham (2010) that showed that neural responses to hand grasps that are contingent on the typical use of an object are obtained within ventral stream regions. Our data may also point to the fact that processing within the ventral stream facilitates the understanding of the technical properties that a target tool possesses (e.g., a sharp-toothed resistant surface) and that can be used to fulfill certain goals (e.g., to cut; Osirak, Jarry, & Le Gall, 2010).

More generally, these considerations are in line with the suggestion that abstract information may be integrated with motor plans within the inferior parietal lobule (e.g., Arbib, 2008). The left inferior parietal lobule has long been associated with the planning of gestures and actions for tool use (e.g., Vingerhoets, Acke, Vandermaele, & Achten, 2009; Johnson-Frey, Newman-Norlund, & Grafton, 2005). Buxbaum, Kyle, Grossman, and Coslett (2007) and Arbib (2008) suggested that the inferior parietal lobule functions as an area of integration between object identity information from the ventral stream and spatial body representations processed within the dorsal stream. Possibly, this integration plays a major role in the selection and preparation of the appropriate motor manipulation when reaching toward objects. For example, consider reaching for a pen. Appropriate grasping of a pen will be dependent not only on the shape of the pen but also on the action to be executed. Picking up the pen for writing will elicit a different grasp compared with picking up the pen to pass it to someone. The left inferior parietal lobule has the connectivity and response characteristics to compute grasp information that is informed by the (often implicit) planned or anticipated use of the object.
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