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Abstract

B While listening to continuous speech, humans process beat
information to correctly identify word boundaries. The beats of
language are stress patterns that are created by combining lexical
(word-specific) stress patterns and the rhythm of a specific lan-
guage. Sometimes, the lexical stress pattern needs to be altered
to obey the rhythm of the language. This study investigated the
interplay of lexical stress patterns and rhythmical well-formedness
in natural speech with fMRL Previous electrophysiological studies
on cases in which a regular lexical stress pattern may be altered to
obtain rhythmical well-formedness showed that even subtle
rhythmic deviations are detected by the brain if attention is di-
rected toward prosody. Here, we present a new approach to this

INTRODUCTION

In everyday language use, the brain processes speech by
transforming sound signals to meaning. Identifying the
rhythmical pattern of speech (i.e., where the beat is)
helps humans to segment the continuous speech signal
into meaningful parts, such as words. The local stress pat-
tern of a word, for languages with idiosyncratic stress
placement denoted as lexical stress, is realized by means
of the phonetic properties fundamental frequency (f0),
syllable duration, and intensity. For some languages, like
English and German, lexical stress information is impor-
tant because it is used to distinguish lexical items such
as Auguist (German noun for a month) from August
(German male first name) and to identify word bound-
aries within a continuous speech stream (cf. Soto-Faraco,
Sebastian-Gallés, & Cutler, 2001). On top of lexical stress
lies metrical stress information: When stressed syllables
are kept at an equal distance (and thereby creating an
isochronous, rhythmically well-formed structure), the
rhythm qualifies the language as belonging to the
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phenomenon by having participants listen to contextually rich
stories in the absence of a task targeting the manipulation. For
the interaction of lexical stress and rhythmical well-formedness,
we found one suprathreshold cluster localized between the cere-
bellum and the brain stem. For the main effect of lexical stress, we
found higher BOLD responses to the retained lexical stress pat-
tern in the bilateral SMA, bilateral postcentral gyrus, bilateral mid-
dle fontal gyrus, bilateral inferior and right superior parietal
lobule, and right precuneus. These results support the view that
lexical stress is processed as part of a sensorimotor network of
speech comprehension. Moreover, our results connect beat pro-
cessing in language to domain-independent timing perception. Il

stress-timed languages (e.g., German, English). Stress-
timed languages tend to obey the principle of rhythmic
alternation (PRA; Selkirk, 1984; Abercrombie, 1967,
Meyer & Cooper, 1960), which defines a well-formed
rhythmic structure as an alternation of strong (stressed)
and weak (unstressed) units. In the current study, we
investigate the interplay of lexical stress and rhythmical
well-formedness.

Although natural language is not and cannot be strictly
isochronous (Beckman, Edwards, & Fletcher, 1992;
Dauer, 1983; Bolinger, 1965), various studies have shown
that rhythmic alternation is important in stress-timed lan-
guages (Couper-Kuhlen, 1986; Selkirk, 1984; Liberman &
Prince, 1977). Also, a predominant sequence of stressed
and unstressed syllables supports language acquisition
(Nazzi & Ramus, 2003; Jusczyk, Houston, & Newsome,
1999), speech perception and comprehension, word rec-
ognition, and segmentation processes (Rothermich &
Kotz, 2013; Mattys, 2000; Grosjean & Gee, 1987; Cutler
& Foss, 1977). Last, regular sequences are easier to mem-
orize (Auer & Uhmann, 1988; Bolinger, 1981), whereas
deviations from regular patterns slow down speech per-
ception (Bohn, Knaus, Wiese, & Domahs, 2013; Pitt &
Samuel, 1990) as well as production (Tilsen, 2011).

In recent years, several electrophysiological and neuro-
imaging studies investigated how violations of both lexi-
cal stress and rhythmical well-formedness are processed.
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Their results confirm the importance of identifying stress
patterns for facilitated speech comprehension and gen-
eral language processing, as the brain reacts clearly to
lexical as well as to metrical stress violations (Henrich, Wiese,
& Domabhs, 2015; Henrich, Alter, Wiese, & Domahs, 2014;
Bohn et al., 2013; Rothermich & Kotz, 2013; Klein,
Domahs, Grande, & Domahs, 2011; Marie, Magne, &
Besson, 2011; Rothermich, Schmidt-Kassow, Schwartze, &
Kotz, 2010; Schmidt-Kassow & Kotz, 20092, 2009b; Knaus,
Wiese, & Janfden, 2007; Magne et al., 2007; Aleman et al.,
2005).

To date, there are only few neuroimaging studies on
the processing of lexical stress (Domahs, Klein, Huber,
& Domahs, 2013; Klein et al., 2011; Aleman et al.,
2005). Aleman et al. (2005) showed that primary auditory
and auditory association areas play a prominent role in
the processing of metrical (rhythmical) structure in the
presence of a metrical decision task. Domahs et al.
(2013) showed that primary auditory areas in particular
are sensitive not only to the violation of lexical stress
patterns but also to different degrees of deviation from
these patterns.

Moving on to the systematic investigation of rhythmi-
cal well-formedness, few fMRI studies investigated the
processing of rhythmically regular and irregular struc-
tures in German speech perception (Rothermich & Kotz,
2013; Geiser, Zaehle, Jancke, & Meyer, 2008). Geiser
et al. (2008) used pseudosentences with either a strict
isochronous or nonisochronous rhythmical structure.
When contrasting the explicit rhythmical task with the
implicit task, which required focus on the intonation
rather than the rhythm, they observed higher activation
in the SMA and insula (INS) bilaterally as well as in the left
inferior parietal lobule (IPL) and right supramarginal
gyrus.

A similar influence of task on speech rhythm was also
found in Rothermich and Kotz (2013), a study that inves-
tigated metrical deviations in sentences of strict rhythmi-
cal regularity compared with irregular sentences. The
study also used two different task settings with either ex-
plicit (metrical task) or implicit (semantic task) attention
on the metrical structure of the sentences. When embed-
ded in an irregular, that is, unpredictable, context, devia-
tions from metrical stress increased activation in the INS
bilaterally and in the inferior frontal gyrus (IFG), the head
of the caudate in both hemispheres, the right thalamus,
the left pre-SMA, and the right superior temporal gyrus
(STG). The authors connected this effect to a network
that detects irregular patterns comprising the BG, the
pre-SMA, and the cerebellum. Moreover, the increased
left IFG activation for metrically irregular structures was
interpreted as a response to metrical and semantic pre-
diction errors related to the evaluation of the stimuli.
An alternative explanation for these activations (especial-
ly the pre-SMA and left IFG) could connect it to sensori-
motor integration during speech comprehension, as
explained in Hickok, Houde, and Rong (2011).
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Current neurobiological models of language process-
ing highlight forward modeling as a mechanism for
incrementally updating linguistic predictions during
comprehension (Bornkessel-Schlesewsky, Schlesewsky,
Small, & Rauschecker, 2015; Hickok et al., 2011,
Rauschecker & Scott, 2009). In Bornkessel-Schlesewsky
et al. (2015), these predictions are updated in a hierarchi-
cal manner according to the length of the predictive cue,
in different temporal receptive windows (as demon-
strated by Lerner, Honey, Silbert, & Hasson, 2011), and
are processed in the human dorsal auditory stream.
Given this architecture, deviations from rhythmical and
lexical stress patterns should create prediction errors,
which would be manifested as signal changes in the dor-
sal auditory stream (but see Skipper, Devlin, & Lametti,
2017, for a recent perspective that emphasises the impor-
tance of predictive processing for speech comprehen-
sion, albeit without subscribing to a dual-streams
architecture). The “dual stream model of speech process-
ing” (Hickok et al., 2011) also adopts the ventral-dorsal
stream architecture and additionally introduces the inte-
gration of sensory and motor components of speech rep-
resentation, partially motivated by Wernicke’s early work
(Wernicke, 1969). Last, Hickok and colleagues (2011) as-
sume that forward model predictions of the integrated
system can modulate perception of somebody else’s
speech.

The previously mentioned neuroimaging studies show
the importance of preserving correct lexical stress patterns
on the one hand and the compliance with an alternating
metrical structure (rhythmical well-formedness) on the
other. Moreover, the experimental task strongly influences
the activation patterns and partly also the lateralization of
activations. To date, however, no study has examined
manipulations of linguistic rhythm in a setup that did not
require participants to complete a rhythm-related task.

In the current study, we present a new approach to lin-
guistic rhythm processing while listening to contextually
rich stories for comprehension. We build upon previous
electrophysiological studies on language rhythm by in-
vestigating lexical stress patterns and their (non-)compli-
ance with an alternating metrical structure. To this end,
we study cases in which a regular lexical stress pattern
may be altered to obtain rhythmical well-formedness.
The preservation of the lexical stress pattern would oth-
erwise lead to a contravention of the above-mentioned
PRA insofar as two adjacent stressed syllables would clash
(so-called stress clash; Selkirk, 1984). Potential stress
clashes appear most often in noun compound structures
(e.g., Hauptbabhnbof “main train station”) as well as in
phonological phrases (e.g., Termin absagen “cancel ap-
pointment”) when particular words are combined with
each other (cf. Wiese, 1996; Kiparsky, 1966). Stress clashes
are resolved by shifting the lower-level stress, that is,
secondary stress, away from the primary, clashing stress
position onto another stressable syllable within the larger
linguistic unit (e.g., Hauptbabnbof—Hduptbabnhof “main
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train station”). This form of stress shift is also known as the
result of the rhythm rule (RR; Liberman & Prince, 1977), a
linguistic repair strategy to fulfill the demands of the PRA.

Although this form of stress shift is described in the
literature as being optional, it is applied systematically
in German (Bohn, Wiese, & Domahs, 2011; Wagner &
Fischenbeck, 2002) and English (Grabe & Warren, 1995;
Vogel, Bunnell, & Hoskins, 1995). Applying the RR, how-
ever, causes the correct lexical stress pattern of one of the
included words to be violated (e.g., Bahnhof—Bahnhdf
“train station”). It thus seems as if the well-formedness of
the metrical structure overrides the lexical stress pattern
in these special cases (Selkirk, 1995).

Several ERP studies have investigated this specific link
between lexically correct and rhythmically well-formed
structures in German (Henrich et al., 2015; Bohn et al.,
2013) and English (Henrich et al., 2014). These studies
examined lexical and rhythmical irregularities as well as
the combination of both. A combined deviation from
both lexical and rhythmical stress results through so-
called stress lapses. Stress lapses are a further deviation
from the PRA, as at least two consecutive unstressed
syllables are directly adjacent to each other. Consider
cases such as Féier absagen—Féier absagen “cancel
the party.” The rhythmically unlicensed stress shift of a
secondary stress onto the verb stem leads to two devia-
tions: a deviation from the lexical stress within the verb as
well as a metrical deviation in form of a stress lapse of
two adjacent unstressed syllables. The ERP studies on
stress clashes and lapses (Henrich et al., 2014, 2015;
Bohn et al., 2013) demonstrated that both forms of rhyth-
mic irregularities are perceived and processed differently
from well-formed structures. Specifically, ill-formed struc-
tures in the form of stress clashes elicited an early fron-
tocentral negativity whereas stress lapses elicited a
centroparietal N400 effect (Praamstra & Stegeman,
1993, for such an effect in phonology) in comparison
with well-formed structures (Bohn et al., 2013).

Whereas Bohn et al. (2013) employed a task (prosodic
naturalness judgment) that directed participants’ atten-
tion toward the overall prosodic structure of the sen-
tences, Henrich et al. (2015) showed that an attentional
shift toward a word preceding the rhythmically critical
structure improved the acceptability of both rhythmic de-
viations (clash and lapse). This attentional shift made the
rhythmic deviations less salient and thus less perceptible,
but dissociable brain responses depending on condition
were still observable. This finding is in line with the re-
sults of the previously mentioned neuroimaging studies
and shows that attention and thus the task settings
(implicit vs. explicit processing) are critical for the inves-
tigation of lexical stress and rhythmical well-formedness.

One open question that remains following the ERP
studies by Bohn et al. (2013) and Henrich et al. (2014,
2015) concerns the functional neuroanatomy underlying
the mechanisms in question. The observed negativity
effects showed different topographies for the lexical and

rhythmical deviations, thus suggesting a possible genera-
tion by different cortical networks. To this end, the current
study used fMRI to gain further insights into the neurobio-
logical correlates of lexical stress and rhythmical well-
formedness in the absence of an explicit prosody-focused
task. According to recent neurobiological models of
language comprehension (Bornkessel-Schlesewsky et al.,
2015; Rauschecker & Scott, 2009), we expect to find differ-
ent BOLD responses to predicted (regular) and unpre-
dicted (irregular) stress patterns along the dorsal auditory
pathway.

The Present Study

The novel aspect of the current study is the embedding
of rhythmically well-formed and ill-formed structures not
only in a metrically uncontrolled context, as in Bohn et al.
(2013) and Henrich et al. (2014, 2015), but within the
rich context of story comprehension. Moreover, in con-
trast to the previous neuroimaging studies, in which at-
tention was mostly explicitly directed toward the critical
lexical or metrical stress structure, this study investigates
speech processing in the absence of such a task. Thus, no
attention was directed toward speech rhythm or lexical
stress distribution.
The following hypotheses were examined:

1. Lexically deviating stress patterns are processed
differently depending on rhythmical licensing, thus
leading us to expect an interaction of lexical stress
and rhythmical well-formednes.

2. Rhythmically well-formed structures produce differ-
ent activation patterns than rhythmical deviations.

3. These effects appear in the absence of a manipulation-
related task.

4. The effects are localized along the dorsal auditory
stream.

METHODS
Participants

Twenty-two monolingual native speakers of German par-
ticipated in the study, were all right-handed (Edinburgh
Inventory of Handedness; age mean = 24.3 years, SD =
2.1 years, male # = 6), and were recruited at the Univer-
sity of Marburg. Data from two participants were ex-
cluded because of movement artifacts, resulting in a
total of 20 data sets for the current study. The study
was approved by the ethics committee of the Faculty of
Medicine of the University of Marburg. All participants
gave informed written consent before participating in
the study and were paid €30 for participation.

Stimuli

For this study, we selected 40 compound noun pairs and
embedded them in 22-min-long stories (available online;
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Kandylaki, 2016); the same stories included additional
manipulations that investigated theory of mind (Kandylaki
et al., 2015) and discourse prominence (Kandylaki et al.,
20106), respectively. The use of compound structures
allows to test long syllable sequences with alternating
and nonalternating stress patterns embedded in a larger
story context in a rather natural way without creating
sentences with artificial semantic structure. Compounds
are complex words consisting of two or more constitu-
ents, which exist independently as words in the respective
language, as in football coach or physics textbook. Forma-
tion of new compounds is common in German. All com-
pounds used here followed the morphological structure
(A(BC)), in which one letter signifies a monosyllabic mor-
pheme. The (BC) part consists of two monosyllabic con-
stituents with default stress on the first syllable, as in
Bdbn-bof “station.” The A-constituents are either mono-
syllabic or disyllabic (the disyllabic bear stress on the first
syllable); for example, the word Bdbn-bof (“station”) was
combined with the monosyllabic Haupt- (“main”) and the
bisyllabic Gue-ter- (“goods”), thereby creating the pair of
A(BC) compound words Haupt-bahn-hof (“main station,”
“central station”) and Gui-ter-babn-bhof (“goods station,”
“freight depot”). There was no significant difference in the
frequencies of compounds depending on their syllable
length, as exracted from the Leipzig corpus (Goldhahn,
Eckart, & Quasthoff, 2012) and compared statistically
with linear models in R (R Core Team, 2014). The model
comparison of a null model (including only the intercept)
versus a model with main effect of Syllable number (trisyl-
labic vs. quatrosyllabic) showed no significant improve-
ment of model fit for the main effect model compared
with the null model, p > .1.

When Bdahbn-hof, which is stressed on the first syllable,
is combined with Hdupt- in a compound, the two
stressed syllables Hdupt- and Bdhn- are next to each
other. According to the RR and the PRA (see Introduc-
tion), two adjacent stressed syllables are rhythmically dis-
preferred; therefore, the stress of Bdbn- needs to be
shifted to the next syllable -hof. In this way, the com-
pound word ends up having the following stress pattern:
Haupt-babn-bhof, in which Hdupt- bears main stress (de-
noted by the acute accent) and -hof bears secondary
stress (denoted by the grave accent). This condition is
referred to as SHIFT.

On the other hand, when Bdhn-hof is combined with
Gue-ter- in the compound Gue-ter-babn-hof (“freight
depot”), there is no need to shift the lexical stress of
Bdbn-hof, because the syllable preceding Bdbn- is not
stressed. Thus, in this case the phonological structure
Gue-ter-babn-hof (main stress on Gue- and secondary
stress on -bahn-) already obeys the RR and the PRA; this
condition is called NOSHIFT, because no shift of the ini-
tial stress pattern of Bdhn-hof is needed. SHIFT and
NOSHIFT are the conditions that follow the RR and the
PRA, irrespective of the lexical stress of the second com-
pound; they are therefore rhythmically well-formed.

1122 jJournal of Cognitive Neuroscience

We created two rhythmically ill-formed conditions to
investigate rhythmical irregularities more systematically.
The first rhythmically irregular condition was CLASH, in
which the stress from Bdhn- is not shifted to -hof in the
compound Haupt-bahn-hof, thereby creating a clash of
two adjacent stressed syllables and following the irregular
stress pattern: Haupt-babn-bof (main stress on Hdupt-
and secondary stress on -bahbn). In this condition, the ini-
tial lexical stress of Babn-bof is kept at the expense of the
overall rhythmic regularity. In addition to the irregularity
of two stressed syllables directly following each other,
there is another possible irregular structure namely two
unstressed syllables to follow each other. In the com-
pound Gii-ter-babhn-bof, if we shift the initial stress of
Bdhn-hof from Bdbn- to -hof, even though that shift is
not needed according to the RR, we end up with the pho-
nological structure Gue-ter-babn-hof (main stress on
Gue- and secondary stress on hof’), in which two un-
stressed syllables -fer and babn- are adjacent. These
two adjacent unstressed syllables create a rhythmical
lapse; therefore, we named this condition LAPSE. These
conditions result in a 2 X 2 design of lexical stress of the
second part of the compound (BC) and rhythmical well-
formedness, as shown in Table 1.

Each compound was realized in either its well-formed
or ill-formed structure as shown in Table 1. The com-
pound Hauptbahnhof “central station” appeared in the
SHIFT or in the CLASH condition, and the compound
Giiterbabnhof “freight depot” followed either the NO-
SHIFT or the LAPSE stress pattern. The 80 compound
words were used in 20 stories as follows: one story in-
cluded four different manipulated compound words
(one in each condition) at various time points within
the story, surrounded by a semantically natural context.
We created such a context around the compound, so that
its semantic integration to the story was as natural as pos-
sible, as in “There the manager explained where the indi-
vidual parts are produced and how they are transported
from the freight depot to the airport.” None of the critical
words was at the end of a sentence.

An additional set of 20 “twin” stories was created,
in which each compound word was realized in the oppo-
site stress pattern; if Story 1 in version 1A included

Table 1. The 2 X 2 Design of Lexical Stress and Rhythmical
Well-formedness

Rbythm

Well-formed 1ll-formed

Lexical stress Correct NOSHIFT CLASH
Gue-ter-babn-hof Hdupt-bahn-bof
Incorrect SHIFT LAPSE

Haupt-babn-hof  Guie-ter-bahn-hof
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Haupt-babn-bof in SHIFT, version 1B would include it in
CLASH condition. The same would apply for Gii-ter-
babn-hof; for Story 2, in version 24, it would be present-
ed in NOSHIFT and in version 2B, it would be presented
in LAPSE condition. This stimulus design resulted in a to-
tal of 40 stories with all compounds in all conditions. We
could not present the whole set of 40 stories to each par-
ticipant, because they would be hearing the “twin” of
each of the 20 stories and the manipulation would be
transparent. Therefore, we created two lists of 20 stories
each, and each participant encountered only one of the
two lists (hence, only one version of Story 1, either 1A or
1B); in this way each participant heard each compound
word in one of its two conditions (e.g., Haupt-babn-hof
in either CLASH or SHIFT). Lists were counterbalanced
across participants.

All stories were spoken by a professionally trained
female speaker of German at a normal speech rate and
recorded in a sound-protected laboratory cabin with a
sampling rate of 44.1 kHz and a 16-bit (mono) sample
size. For sampling, we used the sound recording and
analysis software Amadeus Pro (version 1.5.3, HairerSoft,
Kenilworth, UK) and an Electret microphone (Beyer-
dynamic MC930C, Heilbronn, Germany). To obtain the
conditions CLASH and LAPSE without manipulating pho-
netic parameters, the words of the two naturally spoken
and recorded conditions SHIFT and NOSHIFT were cut
between A and BC components of the compound. The
final part (BC) of each word of one condition was spliced
onto the first part (A) of the same word of the other con-
dition and vice versa. Hence, the second part of the com-
pound (BC) of the condition NOSHIFT (e.g., Bahn-hof)
was combined with the initially stressed first part of the
compound (A) of the condition SHIFT (e.g., Hdupt) to
create the compound word for CLASH. For the condition
LAPSE, the first parts (A) bearing initial stress (e.g., Gue-
ter) of the condition NOSHIFT were combined with the
shifted forms of second parts (BC; e.g., Babn-hof) of the
condition SHIFT to obtain two adjacent unstressed sylla-
bles. The compounds of the well-formed conditions
SHIFT and NO SHIFT were also spliced between first
and second parts to avoid measuring a splicing effect.
For these conditions, each sentence of the two control
conditions was recorded twice and the first sentence
part of Recording 1 was spliced with the final sentence
part of Recording 2. This procedure has been employed
before in previous studies with similar stimuli (Henrich
et al., 2014, 2015; Bohn et al., 2013). All compounds
were controlled for and normalized in loudness, that
is, the volume of all compounds was adjusted to a uni-
form level of volume throughout all stories. This loud-
ness adjustment was carried out via auditory inspection
using the sound recording and analysis software
Amadeus Pro. We also applied a phonetic analysis to the
stimuli to ensure that the speaker produced real stress
shifts in the condition SHIFT and no shifts in the condition
NOSHIFT.

Pretests

We pretested the stories by means of an online question-
naire for four criteria: (1) naturalness, (2) comprehensi-
bility, (3) plausibility, and (4) probability. The questions
in the questionnaire were as follows: (1) How natural was
this passage? (2) How comprehensible was this passage?
(3) How probable is the event that was described in the
passage? (4) How often does this happen? Participants
(N = 177) answered on a 4-point scale, which was formu-
lated accordingly for each question: 1 = very natural,
rather natural, rathber unnatural, unnatural; 2 = very
well, well, ratber less, not at all; 3 = very likely, rather
likely, ratber unlikely, unlikely; 4 = very often, once in
a while, only sometimes, never. The ratings scale ranged
from 1 to 4, where 1 was minimum and 4 was maximum.
Participants rated the passage within which the word
appeared, rather than rating the compound word in
isolation; the reason for that was that we wanted to
capture natural listening similar to the task in the fMRI
experiment.

We used generalized linear mixed effects models
(package [me4, Bates et al., 2014) in R (R Core Team,
2014) to analyze the results of the questionnaire. Figure 1
presents the mean ratings per condition. For the inferen-
tial statistics, we first checked the distribution of the data in
MATLAB and statistics toolbox release (2016; The Math-
Works, Natick, MA) (using the a/lfitdistr function) and then
modeled the data accordingly in R. Last, we employed a for-
ward model selection procedure in R, in which we used
likelihood ratio tests to compare a base model including
an intercept with successively more complex models
including rhythmical well-formedness (well-formed vs. ill-
formed) and lexical stress (correct vs. incorrect stress of
the second compound) as fixed factors. Participants and
stories were modeled as random factors; the distribution
of the data was binomial, and we took this into account
by modeling with the function g/mer of lme4 package in
R. Only random intercepts by participant and story were
included due to convergence problems with more
complex random effects structures. We compared the ran-
dom effects model to the main effects model of Lexical
stress and Rhythmical well-formedness (using the ANOVA
function in R) and found no significant improvement in the
model fit: naturalness: p = .408, comprehensibility: p =
.684, plausibility: p = .138, probability: p = .399. There
were thus no systematic differences in ratings of natural-
ness, comprehensibility, plausibility, and probability
varying systematically with regard to our manipulation.

Imaging Procedure and Behavioral
Data Acquisition

Participants went through a training session outside the
scanner before the scanning procedure. In the training
session, they listened to two stories and answered two
questions subsequent to each story (practice stimuli were
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Figure 1. Pretest results. Error bars represent standard error.

not used during the subsequent fMRI scan). In the scan-
ner, participants listened to a total of 20 stories and an-
swered to 40 questions (two after each story), spread
across four blocks of five stories each (and their two
questions after each story). Participants heard the stories
through MRI-compatible earphones. Sound loudness was
optimized in the scanner before starting the experiment
with each participant individually; each participant heard
a practice sound and adjusted the volume to their pre-
ferred loudness. The order of the stories was assigned
randomly for each participant to avoid sequence effects.
After the first three blocks of five stories, the participant
had a break of 45 sec. The scanner was running during
the break, while participants saw the visual message
“Short break!” in the middle of the screen.

In the scanner, the stories were presented auditorily,
whereas the participant looked at a fixation point in the
center of a computer display. After each story, two compre-
hension questions (referring to the immediately previous
story) were presented visually. The questions asked either
about the protagonists or about some objects in the story,
for example, “How many sandwiches were left for the
woman, after the man had finished eating?” Participants
were instructed to choose between two possible answers,
for example, “One” or “Three.” In this way, we controlled
that the participants attended to the content of the stories.

One story trial consisted of the following events: first, a
fixation cross was shown in the middle of the screen for
500 msec before the story started. The cross was then
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replaced by a fixation point and at the same time the
story started. The duration of the story was approxi-
mately 2 min (%10 sec). Then the first question was pre-
sented visually. The question was presented all at once,
centered and toward the top third of the screen for 5 sec.
After that, the two possible answers appeared toward the
bottom third of the screen, clearly separated from each
other; each answer was designated with an index letter,
a or b; “a” was always on the left-hand side, and “b” was
always on the right-hand side of the participant. The pos-
sible answers stayed on the screen until participants
made their decision or until a maximal duration of
3 sec (duration pretested, supporting a natural pace
throughout the experiment). After the first question,
the second question was presented in the same proce-
dure with the same type of content. Participants gave
their answers by pressing the middle left or middle right
button on a customized response box, which was fixed to
their left leg, with their left middle or index finger accord-
ingly. The position of the correct answer was counterba-
lanced across the experiment. After the second question,
a new story trial started, beginning with the fixation cross.
All visual stimuli (cross, fixation point, questions and an-
swers, break message) were presented in dark gray on
light gray background (see Figure 2). Presentation of
stories and questions was time-jittered (jitter duration
between 1.5 and 3 sec always assigned randomly) be-
tween story and first question and also between first
and second question. The procedure was implemented
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500 msec

“An
old couple from
Gottingen ... piston
engine from
the 60s.”
(the whole story)

Who had the camera when s
serio of picures was taken?

alnthecr  bin

‘Wha had the camera when 3
series of pictures was taken?

AThenker  bTheoldman

Figure 2. Example trial of one story and its comprehension questions.

and presented with the software package Presentation
(Neurobehavioral Systems, Inc., San Francisco, CA).

fMRI Data Acquisition

During the MR session, a series of EPIs was gathered to re-
cord the time course of the participants’ brain activity. Mea-
surements were performed on a 3-T MRI system (Trio, A
Tim System 3T, Siemens, Erlangen, Germany) with a 12-
channel head matrix receive coil. Functional images were
acquired using a T2*-weighted single shot EPI sequence:
parallel imaging factor of 2 (GRAPPA), echo time =
25 msec, repetition time = 1450 msec, flip angle = 90°,
slice thickness = 4.0 mm and 0.6 mm gap, matrix = 64 X
64, field of view = 224 X 224 mm, in-plane resolution =
3.5 X 3.5 mm?, bandwidth = 2232 Hz/pixel, EPI factor of
64, and an echo spacing of 0.53 msec. We gathered 30 trans-
versal slices oriented to the AC-PC line in ascending order.

To avoid saturation and stabilization effects, the initial
five images were removed from the analyses of each
participant data set. Head movements of the participants
were minimized by using foam paddings.

A whole head T1-weighted data set was acquired with a 3d
MPRage sequence: parallel imaging factor of 2 (GRAPPA),
echo time = 2.26 msec, repetition time = 1900 msec, flip
angle = 9°, 1 mm isometrical resolution, 176 sagittal slices,
256 X 256 mattix.

fMRI Data Analyses

All analyses for the fMRI data were calculated in SPM8
(Wellcome Trust Centre for Neuroimaging), imple-
mented in MATLAB.

A slice time correction (to the 15th slice) was per-
formed first. Then images were realigned to the first im-
age to correct for head movement artifacts. We then
normalized the volumes into standard stereotaxic ana-

tomical Montreal Neurological Institute (MNI) space by
using the transformation matrix calculated from the first
EPI scan of each participant and the EPI template. On the
normalized data (resliced voxel size 2 mm?), we applied
an 8-mm FWHM Gaussian smoothing kernel to compen-
sate for intersubject anatomical variation.

For the single-subject analysis, the design matrix was
created separately for each subject, based on the log files
from the fMRI session. Our critical events were the whole
compound words, which were modeled in seconds
(mean duration of event = 0.828 sec, SD = 0.095 sec)
using the SPM default double gamma hemodynamic re-
sponse function. As factors of no interest, we modeled
separately the rest of the stories (speech processing ex-
cluding the critical events), the time for reading of the
question (5 sec) and answer (as recorded in the log file),
the button presses, and the jitters before each question.
The baseline consisted of the 45-sec pauses between
blocks. To correct for movement artifacts in each individ-
ual session, the realignment parameters were entered as
multiple regressors in the first-level analysis.

On the group-level analysis, we modeled a full factorial
design of lexical stress and rhythmical well-formedness
for the contrasts between the first-level vectors
NOSHIFT, CLASH, SHIFT, LAPSE (each against baseline).
Brain activations were plotted on the anatomical
MRIcroN template (the Colin brain). We used the cluster
extent thresholding algorithm by Slotnick, Moo, Segal,
and Hart (2003), which implements a family-wise error
correction using a Monte Carlo simulation to estimate
the cluster extent threshold. The desired correction for
multiple comparisons was set to p < .05, and the as-
sumed voxel type I error was set to p < .005; after
10,000 iterations, our cluster threshold was estimated at
72 voxels. For all fMRI results reported here, a signifi-
cance threshold of p < .005 and a cluster extend thresh-
old of 72 voxels were used. For the localization of the
clusters, we used the anatomy toolbox of SPM (Eickhoff
et al., 2005) and the AFNI tool whereami, which provides
anatomical details on the peak voxels, based on four
different brain atlases: the standard Talairach-Tournoux
Atlas (Talairach & Tournoux, 1988), Eickhoff et al. (2005),
Desikan et al. (2006), and Haskins Pediatric Atlas and
Template (Molfese, Glen, Mesite, Pugh, & Cox, 2015).

Contrasts of Interest

In the experimental design of lexical stress and rhythmi-
cal well-formedness, we tested the following effects
according to our hypotheses:

1. interaction of Lexical stress and Rhythmical well-
formedness in an F-contrast (LS X RW);

2. main effect of Rhythmical well-formedness in an
F-contrast (RW), which tests both SHIFT and NOSHIFT
versus CLASH and LAPSE without providing informa-
tion on the direction of the effect;
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Table 2. Peak Voxel Details for the Main Effect of Lexical Stress and for the Interaction between Lexical Stress and Rhythmical

Well-formedness

Contrast Anatomical Region H MNI Coordinates F Cluster Size in Voxels
LS SMA R 12 20 56 20.57 103

PoCG L —42 —16 32 17.37 520

SPL L —32 =52 60 17.30 768

MFG extending to the orbital part R 30 40 0 16.48 119

MFG L —26254 14.84 194

SMA L -6 —4 58 14.67 102

PCUN R 10 —60 28 12.19 130

IPL L —34 —062 46 11.67 76

PoCG R 46 —34 64 11.14 130
LS X RW Culmen (Lobule IV) L —12 —26 —28 12.20 88
Contrast Anatomical Region H MNI Coordinates ! Cluster Size in Voxels
LAPSE vs. SHIFT STG R 64 —26 2 3.71 148

LS = main effect of Lexical stress; LS X RW = interaction between Lexical stress and Rhythmical well-formedness.

Main effect of lexical stress

slice x = 12

slice x = 36

LH PoCG

LH SMA

PCUN

NS CL SH LA

‘el SH LA NS

Figure 3. Localization of the activated clusters for the main effect of Lexical stress, as plotted on the MRIcroN template of the Colin brain.
ORBmid = orbital part of the middle frontal gyrus; LH = left hemisphreric; RH = right hemisphreric; NS = NOSHIFT; CL = CLASH; SH = SHIFT;

LA = LAPSE.
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3. main effect of Lexical stress in an F-contrast (LS),
which tests both SHIFT and LAPSE (incorrect lexical
stress on BC part of compound) versus NOSHIFT
and CLASH (correct lexical stress on BC part of
compound) without providing information on the
direction of the effect; and

4. pairwise comparisons of rhythmically well-formed
versus ill-formed conditions (and the opposite)
within one level of lexical stress in ¢ contrasts to iden-
tify which conditions elicit the strongest BOLD signal
changes. These comparisons were masked inclusively
with the interaction mask to identify the activated
clusters for the pairwise comparisons given the
interaction effect.

RESULTS

Participants achieved 90% (SD = 5.61) correctness in an-
swering the comprehension questions. This performance
indicated that the participants listened to the stories
attentively.

The results presented in Table 2 showed a main effect
of Lexical stress localized in nine clusters with peaks in
the bilateral SMA, bilateral postcentral gyrus (PoCG), bi-
lateral middle fontal gyrus (MFG), bilateral IPL, right su-
perior parietal lobule (SPL), and right precuneus (PCUN).
Figure 3 shows the localization of these clusters as plot-
ted on the Colin brain template of SPM8 (Wellcome Trust
Centre for Neuroimaging) together with the BOLD signal

Interaction of lexical stress with
rhythmical well-formedness

Figure 4. Localization of the activated clusters for the interaction of
lexical stress with rhythmical well-formedness, as plotted on the
MRIcroN template of the Colin brain. NS = NOSHIFT; CL = CLASH;
SH = SHIFT; LA = LAPSE.

changes in the peak voxels of the bilateral POCG, left SPL,
bilateral SMA, right IPL, right PCUN, and right MFG. Note
that 37% of the right IPL cluster extends to the SPL and to
the PCUN. There was no suprathreshold activation for
the main effect of Rhythmical well-formedness, but there
was one cluster in the brain stem that was activated
for the interaction of lexical stress and rhythmical well-
formedness (see Table 2 and Figure 4).

We resolved the interaction by lexical stress to contrast
violation of lexical stress in a rhythmically unlicensed con-
text against a rhythmically licensed context (CLASH vs.
NOSHIFT and LAPSE vs. SHIFT). Because the mask of
the interaction was limited to one cluster, we found
suprathreshold clusters when masking with the activation
of the interaction effect only for LAPSE versus SHIFT,
which was localized in the right STG (see Table 2 for
details of the peak voxel).

DISCUSSION

In this study, we investigated the neural correlates of
rhythmic irregularities, as manifested in the interplay be-
tween lexical stress and rhythmical well-formedness in
natural speech. As stimuli, we used German compounds,
which followed the rationale of previous ERP experi-
ments (Henrich et al., 2014, 2015; Bohn et al., 2013),
and embedded them into rich narrative context. Thus,
participants encountered the stimuli while listening to
stories. After each story, they answered two comprehen-
sion questions presented visually, which did not draw
attention to the prosodic manipulation.

We employed a full factorial design of rhythmical well-
formedness (well-formed vs. ill-formed) crossed with lex-
ical stress (correct: Babn-hof vs. incorrect: Babn-hof).
The higher BOLD responses for correct lexical stress
(NOSHIFT and CLASH) in comparison with incorrect lex-
ical stress (SHIFT and LAPSE) were largely bilateral and
observable in frontoparietal regions, in the SMA and
the precuneus. This activation pattern is in line with
the findings on lexical stress manipulations by Domahs
et al. (2013), in which higher BOLD responses for correct
versus incorrect lexical stress were found in the left angu-
lar gyrus and right retrosplenial cortex. More importantly,
because irregular rhythmical patterns in this study resem-
ble the mild violations of Domahs et al. (2013), our re-
sults are in accordance with their findings of bilateral
SMA and left angular gyrus activation, which overlaps
with our left IPL. In addition, our findings go one step
further than those of Aleman et al. (2005) in that the left
hemispheric activation of SMA, pre-central gyrus, PoCG,
and SPL and the right hemispheric activation in SMA,
PoCG, and INS have now been shown to scale up for lexical
stress processing, even in natural story listening and
without a lexical or rhythmical discrimination task.

The comprehension task of this study was similar to
the semantic task of Rothermich and Kotz (2013) in that
it did not draw attention to the stress patterns. However,
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in our study, the presented story stimuli were longer than
Rothermich and Kotz’s (2013) single-sentence stimuli:
In a 2-min-long story, only small parts contained a
manipulation relevant to rhythmical processing (four
compound words, each of approximately 800-msec
length in each story). In addition, the stories did not
follow a completely isochronous rhythmical structure
but comprised natural speech with naturally alternating
rhythm and natural prosody. The only congruent finding
in Rothermich and Kotz’s (2013) semantic task was the
activation of the right IFG, which may be topographically
overlapping with our right orbitofrontal cluster found for
the main effect of Lexical stress.

Rothermich and Kotz (2013) found significant results
(bilateral IFG, right STG, and left pre-SMA) in their met-
rical task; they also report that responses to the metrical
task were generally stronger compared with the semantic
task. A possible explanation for this, according to the au-
thors, was that the prosodic structure of auditory signals
is not processed explicitly. In our study, no suprathres-
hold clusters for the main effect of Rhythmical well-
formedness were found. This finding may be attributed
to two different reasons or a combination thereof: First,
the subtlety of the rhythmical violations, in that stress
shifts are usually preferred in production but are not nec-
essarily perceived consciously (Bohn et al., 2011). In con-
trast, violations of lexical stress patterns, as those studied
by Domahs et al. (2013), constitute deviations from the
phonological stress encoded in the lexicon, which are not
generally licensed. The cited studies revealed that, in
contrast to semantic or syntactic violations, stress viola-
tions seem to be harder to detect (cf. Domahs et al.,
2013; Rothermich & Kotz, 2013; Klein et al., 2011; Geiser
et al., 2008). Second, the combination of natural listening
to stories and no explicit task drawing attention to the
stress patterns of the stimuli, but instead a content-related
question related to the plot of the stories. The fact that no
main effect for Rhythmical well-formedness could be found
in this study is in accordance with the results of Henrich
et al. (2015), in which both rhythmical well-formedness
and lexical stress deviations were less salient and percepti-
ble if attention was directed away from them.

For the interaction of lexical stress and rhythmical well-
formedness, one cluster showed significant activation,
the peak of which was localized in the culmen according
to the Anatomy Toolbox of SPM8 (Eickhoff et al., 2005).
Visual inspection of the plotted activation showed the
cluster to be located largely within the brain stem. Be-
cause linguistic stress is partly realized in excursions of
fundamental frequency, this result is congruent with find-
ings of Krishnan, Gandour, and Bidelman (2012). They
recorded brain stem responses to pitch alternations
between English nonmusicians, English musicians, and
Chinese speakers with EEG. They expected to find a
graded effect of brainstem sensitivity based on the expe-
rience of pitch processing: Musicians were highly trained
to discriminate pitch contours, Chinese speakers are
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sensitive to changes of pitch because of their training
in a language using lexical tones, and English nonmusi-
cians should show less sensitivity compared with the
previous groups, because they speak a stress-timed
language and are not trained to discrimination of lexically
distinctive pitch. Indeed, group comparisons of spectral
f0 magnitudes showed the hypothesized graded effect,
thereby supporting the role of the brain stem in pitch
encoding.

Natural Language Rhythm in a Sensorimotor
Network of Speech Perception

Our findings can be interpreted within the recent frame-
work of sensorimotor integration during speech percep-
tion (Hickok et al., 2011). In this article, the authors
propose that the auditory system of the human brain is
heavily involved in speech production as well as that the
motor system is involved in speech perception, as part of
a feedback control loop. This loop is suggested to be lo-
calized in the dorsal auditory stream, in accordance with
recent neurobiological theories that highlight its impor-
tance in auditory processing (Rauschecker & Scott,
2009; for a recent perspective including higher-order
language processing, see Bornkessel-Schlesewsky et al.,
2015). More specifically, according to the literature
(Hickok et al., 2011; Peelle, Johnsrude, & Davis, 2010),
this stream connects the primary auditory cortex through
a sensorimotor interface in temporoparietal regions and
through articulatory areas (premotor cortex) to the infe-
rior frontal cortex. The activation of this stream for
speech processing is assumed to be left lateralized. In
this study, we found supporting evidence for this view
in the IPL, SMA, and orbitofrontal activations, along with
the dorsal auditory stream, as stated in Hypothesis 4.
However, our results support the assumed lateralization
of the network only partially: The IPL activation was left
lateralized, the SMA activation was bilateral, and the orbi-
tofrontal activation was localized in the right hemisphere.
Updating this model based on the current findings on
naturalistic language stimuli could include the possibility
of the activation pattern occurring bilaterally, as a result
of speech comprehension, which is not restricted by a
highly targeted task.

The dual stream model of Hickok et al. (2011) also
states that perception may be modulated by rhythmical
patterns of the auditory signal, as a result of predictive
processing during speech comprehension. In relation
to rhythmical prediction in language, we could not pro-
vide evidence supporting the processing of subtle rhyth-
mical irregularities as non-predicted rhythm patterns.
The direction of the observed effects showed higher
BOLD responses for the pattern of the correctly stressed
second constituent (Bdahn-hof compared with Babn-hof,
thus the lexical stress), which would contradict a possible
top—down prediction of the stress of the next syllable
based on the rhythmical context. Specifically, after
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Haupt-, if the brain follows the RR, it should expect an
unstressed syllable. In contrast to that, and based on
our fMRI results, the brain seems to be sensitive only
to the lexical pattern of Babnhof and not necessarily
make predictions based on the hypothesized harmonic
rhythm pattern of stressed and unstressed syllables.
Again, this might be due to the given task and attention
settings. If attention is not directed toward the prosodic
structure, the strength of the included violations is essen-
tial for their detection: Whereas subtle rhythmic devia-
tions might not be detected, deviations from lexical
stress provide clearer violations may be more easily rec-
ognized, leading to higher processing costs and stronger
activations possibly due to the need for reanalysis. This
view would regard the perception of correct stress pat-
terns and deviations from them as a result of a back-
ward-looking operation, such as the reconstruction of
the correct lexical stress pattern. In contrast, the absence
of a detection of subtle rhythmic deviations may be ex-
plained in two ways: Either participants did not auto-
matically process rhythmic alternations during story
comprehension or they did not automatically use this in-
formation to form predictions.

Further support for the distinction between strong and
subtle stress deviations comes from the fact that the reso-
lution of the interaction by lexical stress showed a signifi-
cant effect only for LAPSE versus SHIFT, but not for CLASH
versus NOSHIFT: when unattended, the combination of
two, that is, a lexical as well as a rhythmical deviation in
LAPSE, is easier to detect than the single subtle rhythmical
deviation in CLASH. This is in line with results by Domahs
et al. (2013), who showed that the strength of a violation
influences their detection, as subtle and milder violations
of the word prosodic structure are more error-prone than
more severe and thus clearer violations. Interestingly, lexi-
cal stress interacts with rhythmical well-formedness only if
a shift and thus a deviation of lexical stress is included. This
shows that higher activation is found only if deviations
from lexical stress are not rhythmically licensed.

Lexical Stress Processing within Domain-
independent Timing Perception

A recent meta-analysis investigated the role of the SMA
(and its subsections pre-SMA and SMA proper) in tempo-
ral processing (Schwartze, Rothermich, & Kotz, 2012). Al-
though this study excluded experiments which used
complex stimuli such as music or speech, the implica-
tions can be transferred to the language domain as test-
able research hypotheses. The bilateral SMA activation of
this study supports its involvement in temporal sequenc-
ing of complex acoustic structures. According to
Schwartze et al. (2012), the temporal processing net-
work, which includes the pre-SMA and SMA proper,
may form the neurobiological basis of temporal structure
perception across different modalities such as music or
speech perception. Our study highlights the involvement

of the bilateral SMA in lexical stress processing as part of
domain-independent temporal processing.

Conclusions

This study was the first to investigate neural responses to the
interplay of lexical stress and rhythmical well-formedness
within natural language contexts of auditory stories and in
the absence of a task that would draw the participants’
attention to the acoustic features of the stimuli. The results
pointed to a sensorimotor activation pattern that included
the bilateral SMA, the left IPL and SPL, the left precuneus, as
well as the right orbitofrontal regions. The present findings
offer insights into current neurobiological theories of
speech processing and contribute to the neural underpin-
nings of stress pattern recognition as a domain-independent
computation related to timing perception.

Reprint requests should be sent to Katerina D. Kandylaki, Impe-
rial College London, Bioengineering, RSM Building, South
Kensington Campus, London SW7 2AZ, United Kingdom, or via
e-mail: a.kandylaki@imperial.ac.uk.
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