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Abstract

■ Studies of context effects in speech production have shown
that semantic feature overlap produces interference in naming of
categorically related objects. In neuroimaging studies, this se-
mantic interference effect is consistently associated with involve-
ment of left superior and middle temporal gyri. However, at least
part of this effect has recently been shown to be attributable to
visual form similarity, as categorically related objects typically
share visual features. This fMRI study examined interference
produced by visual form overlap in the absence of a category
relation in a picture–word interference paradigm. Both visually
similar and visually dissimilar distractors led to increased BOLD
responses in the left inferior frontal gyrus compared with the
congruent condition. Naming pictures in context with a dis-

tractor word denoting an object visually similar in form slowed
RTs compared with unrelated words and was associated with re-
duced activity in the left posterior middle temporal gyrus. This
area is reliably observed in lexical level processing during lan-
guage production tasks. No significant differential activity was
observed in areas typically engaged by early perceptual or con-
ceptual feature level processing or in areas proposed to be en-
gaged by postlexical language processes, suggesting that visual
form interference does not arise from uncertainty or confusion
during perceptual or conceptual identification or after lexical
processing. We conclude that visual form interference has a lex-
ical locus, consistent with the predictions of competitive lexical
selection models. ■

INTRODUCTION

Speakers are influenced by the context in which their
production occurs. For instance, in picture naming tasks,
repeated access to a semantic category results in in-
creased RTs (e.g., Kroll & Stewart, 1994; Lupker, 1979;
Rosinski, 1977). This “semantic interference effect” has
been fundamental to the development of theories of lex-
ical access during speech production.
Theoretical models of speech production differ with

respect to how they explain the process of lexical se-
lection and the architecture of the mental lexicon. The
lexical-selection-by-competition model assumes that
words are grouped into categories via connections to a
higher order category node (e.g., “animal”) and to nodes
reflecting primitive features. According to this theory, the
items attached to a common category node are repre-
sented as whole concepts, also referred to as “nondecom-
posed” semantic representations (e.g., Levelt, Roelofs, &
Meyer, 1999; Starreveld & La Heij, 1995, 1996; Roelofs,
1992). During lexical selection, activation is assumed to in-
crease for the target item and for the items that are con-
nected to a common category node (e.g., other animals)

via coactivation. When multiple items from a semantic cat-
egory have increased activation levels, either when repeat-
edly naming items from one category or by concurrent
presentation of related targets and distractors, the result-
ing increase in activation of competing lexical candidates
leads to a more effortful and time-consuming selection
process (e.g., Belke, Meyer, & Damian, 2005; Levelt
et al., 1999; Starreveld & La Heij, 1995, 1996; Roelofs,
1992; Glaser & Glaser, 1989).

Decomposional models assume there is no representa-
tion of whole concepts at the semantic level; rather, there
are multiple distributed feature nodes (e.g., “has a tail”)
directly connected to lexical representations. Semantic in-
terference is proposed to arise as features are commonly
shared between items within a semantic category, with ac-
tivation spreading along the feature nodes’ connections
(e.g., Oppenheim, Dell, & Schwartz, 2010; Howard,
Nickels, Coltheart, & Cole-Virtue, 2006; Goldrick & Rapp,
2002; Caramazza, 1997; Dell & O’Seaghdha, 1992). A third
view proposes that lexical items are connected to both cat-
egory nodes and feature nodes (Belke, 2013). Depending
on the task, either shared class features or distinguishing
features are activated. Some of the above models also view
lexical selection as a noncompetitive process, in which the
most highly activated target gets selected once activation
exceeds a predetermined threshold or at a certain time
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point (e.g., Caramazza, 1997; Dell & O’Seaghdha, 1992).
As the latter accounts predict facilitation with increased
activation because of semantic feature overlap, semantic
interference is instead attributed to the operation of
postlexical decision processes operating according to
response-relevant criteria (e.g., category membership;
Mahon, Costa, Peterson, Vargas, & Caramazza, 2007).
According to the response exclusion hypothesis, feature
level information does not constitute a response-relevant
criterion (see Mahon et al., 2007).

The role of visual form overlap between items during
picture naming has until recently received little atten-
tion. In a visual world paradigm, Yee, Huffstetler, and
Thompson-Schill (2011) demonstrated a fast coactiva-
tion of words sharing shape activation and somewhat
slower coactivation of words sharing function. Such a
fast and automatic coactivation has important implica-
tions for the interpretation of semantic interference
effect; as there is more visual similarity among category
coordinate items (e.g., cat and dog) than between cate-
gories (e.g., train and dog; e.g., Damian, Vigliocco, &
Levelt, 2001; La Heij, 1988), the observed semantic inter-
ference could thus at least partly reflect a confound be-
cause of visual similarity. Although many studies have
attempted to address visual similarity by minimizing
within-category visual similarities (e.g., Hocking,
McMahon, & de Zubicaray, 2009; Damian et al., 2001;
La Heij, 1988), many categories unavoidably share some
visual–structural features (buildings have windows and
a roof, animals have faces, etc.), which are likely to be
activated when presented in context.

Neumann and Kautz (1982; discussed in La Heij, 1988)
were the first to report interference from form-related
items that belonged to a different semantic category in
picture naming. La Heij (1988) proposed that visual form
interference might result from difficulties with object
identification or from confusion arising from the printed
distractor word denoting a visually similar concept.
Recently, de Zubicaray et al. (2018) confirmed a visual
form interference effect independent of categorical rela-
tions in the picture–word interference (PWI) task, in
which participants name a target picture while ignoring
a superimposed distractor word. Similar to semantic in-
terference, form interference was observed reliably at
short negative and zero SOAs. Results from a PWI psycho-
logical refractory period paradigm, in which participants
need to respond sequentially to two presented stimuli as-
sociated with different tasks, yielded comparable results
with the semantic psychological refractory period para-
digm (Piai, Roelofs, Jensen, Schoffelen, & Bonnefond,
2014). They concluded that the locus of visual form inter-
ference is likely to be central (i.e., lexical or later), rather
than during early (prelexical) perceptual processes such
as misidentification or identification difficulties.

To date, there is no clear answer to the question:
What processes might produce visual form interference?
Aside from misidentification or confusion at an early

perceptual/conceptual level of processing, visual form in-
terference might arise as activation spreads between
shared visual features and their lexical representations.
Another proposal is that interference arises at the lexical
level by the creation of ad hoc (task-specific) categories
(Abdel Rahman & Melinger, 2009, 2011). Both possibili-
ties are compatible with lexical-selection-by-competition
accounts (e.g., Roelofs, 1992, 2001). Alternatively, inter-
ference might arise at the postlexical or self-monitoring
level, if visual similarity is assumed to be a response-
relevant exclusion criterion, which results in additional
processing time for visually similar items (e.g., Mahon
et al., 2007). However, this would require an ad hoc
adaptation to the response exclusion account. A final
possibility is that participants might be confused about
whether the distractors refer to the target picture or
visually similar distractor, but the visual confusion is
expressed at the postlexical level.
The purpose of the current study was to clarify the

locus of visual form interference effect in PWI with func-
tional magnetic resonance imaging (fMRI). As each
hypothesis makes different predictions about the recruit-
ment of cortical areas, an fMRI study can provide pivotal
information. If visual form interference arises at the
conceptual-to-lexical level, we expect to observe reduced
activation in middle and posterior portions of the left
middle temporal gyrus (MTG) and superior temporal
gyrus (STG), similar to activation patterns and areas reli-
ably involved in lexical level processing (e.g., Acheson,
Hamidi, Binder, & Postle, 2011; Peeva et al., 2010;
Indefrey & Levelt, 2004). Signal reductions are reliably
observed during fMRI studies of semantic interference
in PWI when semantically related versus unrelated condi-
tions are compared (Piai et al., 2014; de Zubicaray,
Hansen, & McMahon, 2013; Piai, Roelofs, Acheson, &
Takashima, 2013; de Zubicaray & McMahon, 2009; see
de Zubicaray & Piai, 2019, for a review). A postlexical
response exclusion account of visual form interference
would predict recruitment of brain regions reliably corre-
lated with postlexical stages of processing, such as pho-
netic encoding, syllabification, and monitoring, which
have been ascribed to the (posterior) superior temporal
cortex, premotor cortex, inferior frontal lobe, and ACC in
various meta-analyses (Price, 2012; Indefrey, 2011;
Indefrey & Levelt, 2004). However, as none of the these
regions is consistently observed across PWI studies, we
cannot form any further hypotheses in terms of level of
activation. In addition, Dhooge and Hartsuiker (2010)
have proposed that a postlexical decision mechanism
might reflect the operations of the verbal self-monitor,
a role attributed to the STG by Indefrey and Levelt
(2004; also Indefrey, 2011). If visual form interference
arises because of visual confusion/misidentification (at
either prelexical or postlexical levels), activation changes
should be observed in areas implicated in visual process-
ing or in processing feature overlap among objects such
as the fusiform gyrus, lingual gyrus, and perirhinal cortex
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(e.g., Clarke, Taylor, Devereux, Randall, & Tyler, 2013;
Chan & Downing, 2011; Hocking et al., 2009; Bussey,
Saksida, & Murray, 2005; Moss, Rodd, Stamatakis,
Bright, & Tyler, 2005; Cohen & Dehaene, 2004; Tyler
et al., 2004). Finally, we also compared incongruent
(i.e., visually similar and dissimilar) versus congruent dis-
tractor conditions for which we expected to observe in-
creased activation in ACC and inferior frontal cortex per
previous studies of lexical interference (i.e., Stroop-like)
effects (e.g., Piai et al., 2013; see de Zubicaray & Piai,
2019, for a review).

METHODS

Participants

Twenty-one participants were recruited from the Uni-
versity of Queensland. Two participants had to be ex-
cluded from analysis because of head motion exceeding
one voxel (3 mm in any direction) within an imaging run.
The remaining 19 participants had a mean age of 24
(range = 18–37) years and included nine women. All
were right-handed and native English speakers, with no
history of neurological or psychiatric disorder, substance
dependence, or known hearing deficits. All had normal
or corrected-to-normal vision and gave informed consent.
The study was approved by the ethical review committee
of the University of Queensland. Participants were reim-
bursed AUD 30 for participating.

Stimulus Material and Task Design

Participants performed a PWI task in which they named a
picture while ignoring a distractor word that was congru-
ent with the picture name (i.e., identical) or denoted a
visually similar or visually dissimilar object. An illustration
of the three conditions is provided in Figure 1. Stimulus
material and task design were identical to the visual form
PWI Experiment 1 of de Zubicaray et al. (2018) but used a
single SOA of 0 as visual interference was reliably ob-
served at this SOA and an intertrial interval of 15 sec to
accommodate the fMRI acquisition protocol. Participants
were familiarized with the target stimuli in the scanner
bore, after positioning and before data acquisition.
Stimuli material and scripts are publicly available via
Open Science Framework (osf.io/dc2v8/).

Apparatus

Stimuli presentation, response recording, and latency
measurement (i.e., voice key) were accomplished via
the Cogent 2000 toolbox extension (www.vislab.ucl.ac.
uk/cogent_2000.php) for MATLAB (2010a; MathWorks,
Inc.) via a personal computer, a rear-positioned projector
screen, and an MR-compatible, fiber-optic dual-channel
noise-canceling microphone attached to the head coil
(FOMRI-III, Optoacoustics Ltd.; www.optoacoustics.
com). Participants viewed back-projected stimuli via a
mirror positioned on the head coil. Pictures subtended
approximately 10° of visual angle when each participant
was positioned for scanning. A 30-dB attenuating headset
was used to reduce gradient noise. Response latencies
were determined online by Cogent 2000, and the digital
audio files were inspected offline (i.e., postexperiment)
using Audacity software (audacity.sourceforge.net) to
verify whether latencies reflected naming responses or
nonvocal noise.

Image Acquisition

Images were acquired using a 3-T Siemens MAGNETOM
Trio TIM (Siemens Medical Systems) with a 12-channel
head coil. Nine BOLD gradient-echo EPI volumes were
acquired across two consecutive sessions (36 slices,
acquisition time = 3 sec, repetition time = 15,000 msec,
echo time = 36 msec, 64 × 64 matrix, 3.3 mm × 3.3 mm
in-plane resolution, 3-mm slice with 0.3-mm gap, and a
flip angle of 80°). The first two volumes were discarded.
Behavioral trials were interleaved with image acquisition
using a sparse temporal sampling design (Gracco,
Tremblay, & Pike, 2005). This allows overt verbal re-
sponses to be made during a scanner off-phase to avoid
articulation-related artifacts. For each trial, no field gradi-
ents were applied for a 4-sec period of relative silence
allowing for stimuli to be presented and recording of
the participant’s overt verbal response and then immedi-
ately applied for image acquisition. A single-image vol-
ume was then acquired within 3 sec, approximately
coincident with the picture naming trial’s estimated peak
BOLD response. No field gradients were applied for an
additional 8-sec period to allow the BOLD response to
the gradient noise to return to baseline (for a diagram
of the imaging protocol, see Figure 2). A 3-D T1-weighted
structural image was acquired with an magnetization

Figure 1. Examples of the
target pictures and distractor
words (in red) in the three
presentation conditions
(printed below in black) of the
PWI task.
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prepared rapid gradient echo sequence (1-mm isotropic
voxel).

Data Analysis

fMRI Data Preprocessing

The fMRI data were preprocessed and analyzed using SPM
software (SPM12; Wellcome Department of Imaging
Neuroscience). Images were realigned to the first image
of the first block using the INRIAlign toolbox (Freire,
Roche, & Mangin, 2002). A mean image was generated
from the realigned series and coregistered to the T1-
weighted image. Using the Segment procedure, the T1-
weighted image was segmented. The DARTEL toolbox
(Ashburner, 2007) was used to create a custom group
template from the segmented gray and white matter im-
ages. Individual flow fields were then used to normalize
the realigned fMRI volumes to the Montreal Neurological
Institute atlas T1 template. The images were resampled to
3 × 3 × 3 mm isotropic voxels and smoothed with a 9-mm
FWHM isotropic Gaussian kernel to accommodate the
lower signal-to-noise ratio associated with sparse acquisi-
tions (Nebel et al., 2005). Global signal effects were esti-
mated and removed using a voxel level linear model
(Macey, Macey, Kumar, & Harper, 2004).

A two-stage, mixed effects statistical analysis was con-
ducted. Event types corresponding to the three distractor
types and an error condition were modeled as effects of
interest, with delta functions representing each picture
onset, and convolved with a basis function consisting of
a single finite impulse response with a window length
corresponding to the acquisition time. As the sparse
image sequence does not acquire BOLD time course in-
formation, trials were not convolved with a conventional
hemodynamic response function (see Gracco et al., 2005;
Eden, Joseph, Brown, Brown, & Zeffiro, 1999; Elliott,
Bowtell, & Morris, 1999). Linear contrasts were applied
to each participant’s parameter estimates at the fixed
effects level and then entered in a group-level, random-
effects, repeated-measures ANOVA in which covariance
components were estimated using a restricted maximum
likelihood procedure to correct for nonsphericity
(Friston et al., 2002). Planned t contrasts were employed

within the SPM12 random effects design matrix to iden-
tify regions showing significant differences in activity
between the three experimental conditions.
As we had a priori hypotheses implicating specific

brain regions/mechanisms in visual interference, we
predefined ROIs for analysis via small volume correc-
tions based largely on the updated Indefrey (2011) meta-
analysis of brain regions involved in spoken word
production. A priori ROIs were defined using labeled
maximum likelihood gray matter maps from 3-D proba-
bilistic atlases to test prelexical/perceptual, lexical, and
postlexical mechanisms (Holdstock, Hocking, Notley,
Devlin, & Price, 2009; Hammers et al., 2003). Selected
ROIs were the following left hemisphere regions: mid-
MTG (lexical–semantic processing; e.g., Acheson et al.,
2011; Indefrey, 2011), posterior MTG (pMTG)/STG (word
form processing; e.g., Indefrey & Levelt, 2004), STG (ver-
bal self-monitoring; e.g., Indefrey, 2011), inferior frontal
gyrus (IFG) and premotor cortex (postlexical syllabifica-
tion and phonetic encoding; e.g., Price, 2012; Indefrey,
2011; in addition, the IFG is proposed to be involved in
lexical selection; e.g., Belke & Stielow, 2013; Schnur
et al., 2009), ACC (conflict monitoring; e.g., Gauvin, De
Baene, Brass, & Hartsuiker, 2016; Piai et al., 2013;
Indefrey, 2011; de Zubicaray et al., 2001), perirhinal cor-
tex (shared semantic feature activation and priming; e.g.,
Hocking et al., 2009; Tyler et al., 2004), and fusiform and
lingual gyri (visual processing; e.g., Hocking, McMahon,
& de Zubicaray, 2010; de Zubicaray, McMahon,
Eastburn, & Pringle, 2008; Martin & Chao, 2001). In addi-
tion to the ROI analyses with small volume correction, we
conducted an exploratory whole-brain analysis. A height
threshold of p < .001 was adopted in conjunction with a
cluster FWE-corrected threshold of p < .05 estimated for
the whole brain and for each ROI.

RESULTS

Behavioral Data

Because of excessive head movement during image ac-
quisition, defined as exceeding one voxel (3 mm) within
an imaging run, data from two participants were ex-
cluded from both behavioral and fMRI analyses. Of the

Figure 2. Example of a single
trial from the sparse imaging
acquisition protocol (adapted
from de Zubicaray, Wilson,
McMahon, & Muthiah, 2001).
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remaining data, the following trials were removed be-
fore data analysis: trials on which the voice key failed
to detect a response (n = 67, 3.9%), trials with an incor-
rect naming response (n = 42, 2.5%), and trials with an
RT below 350 msec or above 2000 msec (n = 7, 0.4%).
In addition, trials were removed in which the RT de-
viated more than 2.5 SDs from each participant’s mean
within condition (n = 36, 2.1%). In total, 1,558 trials
were taken into analysis (8.9% data loss).
To test whether visual form distractor relations af-

fected picture naming RTs, repeated-measures ANOVAs
were performed in SPSS 24. A significant main effect of
Distractor was observed for both the by-participants
(F1) and by-items (F2) analyses, F1(2, 36) = 34.55, p <

.001, η2p = .65, and F2(2, 58) = 77.58, p < .001, η2p =

.73). Paired t tests (by-participants t1 and by-items t2)
showed that RTs were significantly faster for items paired
with congruent distractors (mean RT = 851 msec, 95%
CI [777, 925]) compared with dissimilar distractors
(mean RT = 945 msec, 95% CI [871, 1020]; 95-msec dif-
ference: t1(18) = 5.30, p < .001, d = 0.61, and t2(29) =
8.51, p < .001, d = 1.50) and similar distractors (mean
RT = 990 msec, 95% CI [912, 1068]; 139-msec differ-
ence: t1(18) = 8.21, p < .001, d = 0.88, and t2(29) =
14.78, p < .001, d = 2.02). Crucially, a significant visual
interference effect of 45 msec was observed; responses
to items paired with visually similar distractors were
named slower compared with items paired with visually

Figure 4. Visual form
interference (dissimilar >
similar), left-hemisphere surface
rendering of the significant
activation cluster in the pMTG
(FWE, p < .05).

Figure 3. Mean picture naming
latencies per distractor
condition.
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