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Abstract

Anticipation of an impending stimulus shapes the state of the sensory systems, optimizing neural and behavioral responses. Here, we studied the role of brain oscillations in mediating spatial and temporal anticipations. Because spatial attention and temporal expectation are often associated with visual and auditory processing, respectively, we directly contrasted the visual and auditory modalities and asked whether these anticipatory mechanisms are similar in both domains. We recorded the magnetoencephalogram in healthy human participants performing an auditory and visual target discrimination task, in which cross-modal cues provided both temporal and spatial information with regard to upcoming stimulus presentation. Motivated by prior findings, we were specifically interested in delta (1–3 Hz) and alpha (8–13 Hz) band oscillatory state in anticipation of target presentation and their impact on task performance. Our findings support the view that spatial attention has a stronger effect in the visual domain, whereas temporal expectation effects are more prominent in the auditory domain. For the spatial attention manipulation, we found a typical pattern of alpha lateralization in the visual system, which correlated with response speed. Providing a rhythmic temporal cue led to increased postcue synchronization of low-frequency rhythms, although this effect was more broadband in nature, suggesting a general phase reset rather than frequency-specific neural entrainment. In addition, we observed delta-band synchronization with a frontal topography, which correlated with performance, especially in the auditory task. Combined, these findings suggest that spatial and temporal anticipations operate via a top–down modulation of the power and phase of low-frequency oscillations, respectively.

INTRODUCTION

Effective processing of the myriad of sensory input we receive in daily life requires attention to select and amplify relevant input and to attenuate irrelevant information. A critical component of attention is the ability to predict where and when important events will occur, such that processing resources can be directed in advance of anticipated stimuli. Here, we study the role of brain oscillations in anticipatory spatial attention (Posner, 1980) and temporal expectation (Nobre, Correa, & Coull, 2007). Our working hypothesis is that specific oscillatory mechanisms provide specific dedicated low-level operations, which can be employed for a range of higher-level functions, including attention and expectation. We focus on (1) the functional inhibitory role of the alpha rhythm (Haegens, Nácher, Luna, Romo, & Jensen, 2011; Jensen & Mazaheri, 2010; Klimesch, Sauseng, & Hanslmayr, 2007) and (2) selective sampling/rhythmic facilitation by low-frequency delta rhythms (Haegens & Zion Golumbic, 2018; Schroeder & Lakatos, 2009). Specifically, we ask how task demands influence the brain’s oscillatory dynamics: Which oscillatory tools are employed, and how are they controlled?

Prior studies using (spatial) attention paradigms have shown that alpha activity in sensory cortex can be modulated in anticipation of input, with clear consequences for task performance. In this view, alpha oscillations reflect the focus of attention, with alpha decreasing for the attended (to-be-facilitated) location and increasing for the unattended (to-be-suppressed) location. This has been extensively reported for both the visual (Gould, Rushworth, & Nobre, 2011; Thut, Nietzel, Brandt, & Pascual-Leone, 2006; Worden, Foxe, Wang, & Simpson, 2000) and somatosensory (Anderson & Ding, 2011; Haegens, Händel, & Jensen, 2011; Jones et al., 2010) systems, with a few studies reporting similar findings in the auditory domain (Wöstmann, Herrmann, Maess, & Obleser, 2016; Frey et al., 2014).

Furthermore, it has been shown that, in sensory areas, the phase of intrinsic low-frequency oscillations (especially in the delta/theta range, approximately 1–7 Hz) predicts the
magnitude of the neural response to input, as well as perceptual performance in response to this input, especially the probability of near-threshold stimulus detection (Henry, Herrmann, & Oleseser, 2016; Ai & Ro, 2014; Fiebelkorn et al., 2011; VanRullen, Busch, Drewes, & Dubois, 2011; Busch & VanRullen, 2010; Busch, Dubois, & VanRullen, 2009; Mathewson, Gratton, Fabiani, Beck, & Ro, 2009; Lakatos, Chen, O’Connell, Mills, & Schroeder, 2007). Alignment of sensory cortical rhythms to a rhythmic input stream reportedly amplifies responses to stimuli occurring in-versus out-of-phase with the synchronized rhythm (Lakatos, Karmos, Mehta, Ulbert, & Schroeder, 2008; for reviews, see Haegens & Zion Golumbic, 2018; VanRullen, 2016). Phase entrainment has been suggested as a mechanism of this amplification at the level of primary sensory cortex (Lakatos et al., 2008) and potentially beyond (Besle et al., 2011); however, this mechanism and its generality is currently an actively debated topic (e.g., Meyer, Sun, & Martin, 2020; Helfrich, Breska, & Knight, 2019; Haegens & Zion Golumbic, 2018; Breska & Deouell, 2017). Furthermore, the extent to which the brain can use such a strategy in a purely anticipatory, top–down-controlled manner is an open question (Oleseser & Kayser, 2019; Haegens & Zion Golumbic, 2018; Zoefel, ten Oever, & Sack, 2018).

Although attention and expectation are, by definition, supramodal processes, they may be constrained by distinctive features of each sensory modality. The different modalities have differing sensitivities for different types of information; for instance, vision provides information at a higher spatial resolution than audition, whereas audition provides better temporal resolution (Stein & Meredith, 1993; Freides, 1974). Accordingly, the sensory modalities might differ in their ability to form expectations and direct attention in a given dimension (i.e., time, space; see, for instance, Michalka, Kong, Rosen, Shinn-Cunningham, & Somers, 2015; Pasinski, McAuley, & Snyder, 2015; Talsma & Kok, 2002). Here, we use magnetoencephalography (MEG) recordings in healthy human participants performing a visual–auditory discrimination task, in which we manipulate both spatial attention and temporal expectation. Using a cross-modal cueing paradigm, we assess the modality specifics of the neuronal strategies brought into play in directing anticipatory resources. Specifically, we study the role of alpha- and delta-band dynamics in setting the state of the sensory systems just before stimulus presentation and assess their relative impact on behavioral outcomes.

**METHODS**

**Participants**

Twenty healthy right-handed participants (10 women; age range: 22–34 years, $\text{Mdn} = 26$ years) took part in the experiment. All participants had self-reported normal hearing. The local ethics committee (University of Leipzig) approved the study in accordance with the Declaration of Helsinki. Participants were fully debriefed about the nature and goals of the study and provided written informed consent before testing. All participants received financial compensation of €7 per hour for their participation. One participant had to be excluded from the visual-target experiment because of technical issues.

**Experimental Task and Stimuli**

Each participant took part in two MEG sessions performing a target discrimination task. Both sessions had the same setup and task structure, with each trial consisting of a cue stimulus directing temporal expectation and spatial attention to a target stimulus to which the participants had to respond. The difference between the two sessions was that, in one session, the cue was a visual stimulus and the target was an auditory stimulus, and vice versa in the other session. We used cross-modal cueing with the purpose of reducing evoked responses in the sensory modality of interest right before target-stimulus presentation (i.e., the window of interest for our analysis). Order of the sessions was counterbalanced across participants. In the auditory-target session, participants had to indicate whether a brief chirp went up or down in pitch. In the visual-target session, they had to discriminate whether the horizontal line of a cross was higher or lower than the center of the vertical line (i.e., whether the ‘T’ was upright or upside-down). See below for more detailed information on cue and target stimuli.

Visual stimuli were presented via a back-projection screen (Panasonic PT-D7700E; 1400 × 1050 resolution, 60-Hz refresh rate). For both modality conditions, participants were instructed to fixate on a fixation cross in the center of the screen throughout all trials. Distance to the screen was 90 cm.

**Characteristics of the Spatial and Temporal Cues**

The cue contained information regarding both the time and location of stimulus occurrence, to investigate whether temporal expectation and spatial attention affect auditory and visual target discrimination differently. We used a 2 × 2 design to independently modulate spatial attention and temporal expectation, in which each manipulation could be either on or off. Spatial attention was modulated with valid and neutral cue conditions, directing the participant’s attention to the left or right side (valid spatial condition) or providing no location information (neutral spatial condition). In the visual-cueing (i.e., auditory target) case, the cue was an arrow displayed at the center of the screen, pointing either left or right providing information about which ear the target sound would be presented to (valid condition) or pointing to both sides containing no information about where the target would be presented (neutral condition). In the auditory-cueing (i.e., visual target) case, a tone to the left or right ear indicated the hemifield of upcoming target.
presentation (valid condition), whereas a tone to both ears provided no spatial information (neutral condition). In a similar vein, temporal expectation was modulated with rhythmic and random cue conditions. In the rhythmic condition, the cue was presented four times at a ~1.6-Hz rate (i.e., with 600-msec stimulus onset intervals). For the visual-cueing condition, this meant that the arrow flashed at a 1.6-Hz rate; for the auditory-cueing condition, the tone was presented at a 1.6-Hz rhythm. Each single cue stimulus was presented for 300 msec corresponding to half a cycle of the 1.6-Hz rhythm. The target then occurred either in-phase (80% of trials) or antiphase (20% of trials) with this cued rhythm, within a window of maximum four cycles after the cue. That is, for in-phase trials, the target occurred at either 0.6, 1.2, 1.8, or 2.4 sec after the onset of the last cue (see Figure 1B for trial outline), whereas for antiphase trials, the target occurred at 0.9, 1.5, or 2.1 s after the last cue onset. This can be summed up as a 2.1-sec time window during which the rhythmic cue was presented and a 0.3- to 2.1-sec window after cue offset during which the stimulus could occur. In the random condition, the cue was presented continuously for 2.1 sec, mirroring the same period during which the rhythmic cue was presented, but not providing any specific temporal information about target occurrence. The target was then presented at a random time point in a window of 0.3–2.1 sec after cue offset (with flat probability distribution), again mirroring the rhythmic condition in terms of trial duration. Thus, in the rhythmic condition, participants could form a precise prediction about when in time the target stimulus would likely occur (i.e., in-phase with the cue rhythm and within one to four cycles after cue offset), whereas in the random condition, participants did not have precise information about target timing (other than sometime within a 0.3- to 2.1-sec window after cue offset). After the participant’s response, there was a ~1-sec (jittered between 750 and 1200 msec) stimulus-free intertrial interval before the onset of the next trial.

Note that, whereas our spatial attention manipulation was explicit and could be directly utilized (e.g., in the visual-cueing case, an arrow pointing to the cued side would be instructive upon first presentation), our temporal expectation condition was more implicit and expectations could be formed once one was familiar with the trial structure (i.e., this required implicit learning of the temporal statistics of the task design). Furthermore, for the spatial attention manipulation, the 100% valid versus
neutral cues provided a contrast to assess both the behavioral benefit and neural correlate of spatial attention. Although the switch costs involved in invalid spatial cueing (and their relation to alpha lateralization) are an interesting topic of study (see, e.g., Haegens, Händel, et al., 2011), to restrict length of the experiment, we did not include an invalid spatial cueing condition here. In the temporal expectation manipulation, we did include invalid (i.e., antiphase) trials, as here we aimed to test two aspects: first, the behavioral benefit and neural correlate of a temporal prediction (rhythmic vs. random condition) and, second, the phasic aspect of rhythm-based predictions (benefit of in-phase vs. antiphase stimuli).

Characteristics of the Target Stimuli

The target stimuli were complex sounds in the auditory condition and visually presented characters “T” in the visual condition. Both types of target stimuli were presented for 40 msec and were presented either in an “up” or “down” version. The participants’ task was then to discriminate the target and report via button press whether the target was “up” or “down.”

The auditory target stimuli were mono sounds and consisted of 30 different frequencies randomly drawn from within 500 to 1500 Hz. The sounds were so-called frequency-modulated sweeps created with the Matlab function chirp and were either increasing (i.e., “up”) or decreasing (“down”) in pitch. Sounds had a 10-msec cosine ramp fading in and fading out to avoid onset and offset clicks. All sounds were normalized (using peak normalization) to the same sound pressure level. The visual target stimulus was a light gray cross on dark gray background, presented 300 pixels to the left or right of the center (approximately 3°), respectively. The vertical line was 20 pixels long, and the horizontal line was 16 pixels wide, both with a line width of 0.8 pixels. The horizontal line was offset from the center of the vertical line, creating either an upright (i.e., “up”) or upside-down (“down”) “T.”

Target stimuli were individually adjusted to the participants’ discrimination threshold, using a custom adaptive-tracking procedure aiming for a discrimination performance between 65% and 85% correct responses. For the auditory targets, the threshold was the slope of the pitch increase and decrease, respectively, measured as the range from lowest to highest frequency (starting point to end). Each participant was presented with a pair of sounds (“up” and “down”) consisting of the a priori randomly generated frequencies, modulated depending on their individual threshold; that is, the 30 base frequencies were the same for each participant, with the participant’s individual threshold changing the start and end frequencies of the sounds. For the visual target, the shift of the horizontal bar from the center of the cross was individually adjusted. These thresholds were determined per participant before the experimental sessions.

Procedure

Participants were familiarized with the stimuli and task and performed two blocks of 36 practice trials (one per temporal cueing condition). Next, individual thresholds were estimated before the MEG measurement using two consecutive blocks of an adaptive staircase procedure (each block consisting of 36 trials per cueing condition, i.e., 72 trials per block), in which thresholds were incrementally adjusted to yield performance in the range of 65–85% correct responses.

In both experimental sessions (auditory target and visual target), brain activity was recorded with MEG during the performance of 480 trials completed in 10 blocks of 48 trials each. The temporal expectation manipulation (rhythmic vs. random cue condition; with 240 trials per condition, of which 180 trials rhythmic in-phase) was kept constant within a block, whereas the spatial attention manipulation (valid vs. neutral cue condition; with 160 trials each for valid cue left, valid cue right, and neutral cue) was equally distributed across trials within blocks. The order of trials within a block and the order of blocks were randomized for each participant. Each MEG session took place on a different day, with the order counterbalanced across participants. One entire session, including practice blocks and preparation of the MEG setup, took about 4 hr per participant, with 2.5 hr for the actual testing phase.

Data Recording and Analysis

Participants were seated in an electromagnetically shielded room (Vacuumshmelze). Magnetic fields were recorded using a 306-sensor Neuromag Vectorview MEG system (Elekta) with 204 orthogonal planar gradiometers and 102 magnetometers at 102 locations. Signals were sampled at a 1000-Hz rate. The participant’s head position was monitored during the measurement by five head-position indicator coils. The signal space separation method was applied offline to suppress external interferences in the data, to interpolate bad channels, and to transform individual data to a default head position that allows statistical analyses across participants in sensor space (Taulu, Kajola, & Simola, 2004).

Subsequent data analyses were carried out with MATLAB (The MathWorks Inc.) and the FieldTrip toolbox (Oostenveld, Fries, Maris, & Schoffelen, 2011). Analyses were conducted using only gradiometers, as they are most sensitive to magnetic fields originating directly underneath them (Hämäläinen, Hari, Ilmoniemi, Knuttila, & Loukas, 1993), and only including trials to which correct responses were provided (“correct trials”). Trial epochs ranging from ~2.0 to 6.0 sec time-locked to the onset of the cue were defined covering the longest possible duration of a trial. Epochs were low-pass filtered at 150 Hz and subsequently down-sampled to 200 Hz.
Epochs for which the signal range at any gradiometer exceeded 800 pT/m were rejected. Independent component analysis was applied to the remaining epochs to remove artifacts because of eye blinks and heartbeat. After independent component analysis, the remaining artifacts were removed by rejecting epochs for which the signal range exceeded 200 pT/m (gradiometer) and for which variance across sensors was deemed high relative to all others (per participant, per condition) based on visual inspection. On average, 375 trials per participant were included in the analysis for auditory-target trials; and 390, for visual-target trials.

**Spectral Analysis**

Power spectra were calculated for each gradiometer. From each trial, a stimulus-free segment of data from 100 msec after cue offset to 50 msec before target onset was extracted. Because of the variable target offset times, the length of the segments varied from 0.45 to 2.25 sec. This segment was multiplied with a Hanning taper to compute the power of 0.5–30 Hz in 0.1-Hz steps using a fast Fourier transform (FFT) approach applying 10 sec of zero padding. The output of the analysis was complex Fourier data. For further analyses, power (squared magnitude of the complex-valued time–frequency representation [TFR] estimates) was averaged across single trials of each experimental condition (i.e., left and right cue, neutral cue, rhythmic cue, and random cue). Intertrial phase coherence (ITPC) was computed based on the complex Fourier data (Makeig et al., 2002; Tallon-Baudry, Bertrand, Delpuech, & Pernier, 1996). ITPC is the magnitude of the amplitude-normalized complex values averaged across trials for each time–frequency bin per channel and experimental condition (Thorne, De Vos, Viola, & Debener, 2011). ITPC was computed across all trials in the rhythmic condition and all trials in the random condition.

To inspect the time course of the frequency effects, we also computed TFRs of the power spectra across the entire trial (i.e., −2.0 to 6.0 sec time-locked to cue onset). To this end, we used an adaptive sliding time window of four cycles length (Δt = 4/f) for each frequency from 1 to 30 Hz and applied a Hanning taper before estimating the power using an FFT approach.

Next, FFT power spectra, ITPC, and TFRs were averaged across gradiometers in each pair. This procedure resulted in one value for each time point (TFRs only), frequency bin, and sensor position. While TFRs were computed to display the oscillatory response throughout the time course of a trial, all further statistical analyses were performed on the computed FFTs.

**Source Localization**

To estimate the origin of sensor-level alpha-power and delta ITPC, source localizations were computed based on individual T1-weighted MRI images (3T Magnetom Trio, Siemens AG). Topographical representations of the cortical surface of each hemisphere were constructed with Freesurfer (www.surfer.nmr.mgh.harvard.edu), and the MRI coordinate system was coregistered with the MEG coordinate system using the head-position indicators and about 100 additional digitized points on the head surface (Polhemus FASTRAK 3-D digitizer). The brain volume of each participant was normalized to a common standardized source model and divided into a grid of 4-mm resolution. Leadfields were calculated for all grid points (Nolte, 2003). We applied the Dynamic Imaging of Coherent Sources beamformer approach (Gross et al., 2001) implemented in the Fieldtrip toolbox.

For the source analysis of overall alpha power (Figure 2D), we calculated the cross-spectral density using FFT centered at 10.5 Hz (±2.5-Hz smoothing with four Slepian tapers; Percival & Walden, 1993). We calculated the FFTs on 1-sec data segments taken from the stimulus-free period between cue offset and target onset. As described above, we selected segments from 0.1 sec after cue offset to 0.05 sec before target onset (with an overlap of 0.5 sec). All trials for which this window was shorter than 1 sec because of early target onsets were discarded from the analysis. On average, 255 trials per participant were included in the analysis for auditory-target trials; and 256, for visual-target trials.

Using each participant’s leadfield and the cross-spectral density of all conditions, a common spatial filter was calculated for each of the 37,163 source locations inside the brain arranged in a regular grid of 4-mm steps. This filter was then applied to Fourier-transformed data of left and right valid spatially cued conditions separately to estimate alpha power for each grid point.

For a source analysis of ITPC, we derived a spatially adaptive filter based on each participant’s leadfield and the cross-spectral density centered at 5 Hz with ±5-Hz spectral smoothing on the same 1-sec segments as described above. This filter was multiplied with single-trial FFTs (1.1–2.1 Hz, in steps of 0.1 Hz). ITPC at each grid point was calculated and averaged across frequencies. The purpose of source reconstruction was to identify the putative location of sensor-level effects; no further (statistical) analysis was done on this level.

**Statistical Analysis**

Target Discrimination Performance

We analyzed target discrimination performance by means of RT and the sensitivity measure $d'$. Here, $d'$ describes the distance between the two decision models, that is, the decision a stimulus belongs to the category “up” versus the decision a stimulus belongs to the category “down” (e.g., Henry & McAuley, 2013). For each participant, $d'$ was computed across all trials of each condition (spatially valid and neutral conditions as well as rhythmic
were resolved with post hoc ANOVAs. Interactions yielding a significant difference in RTs between rhythmic and random conditions were removed (auditory target vs. visual target). Trials with targets presented in-phase or antiphase in the rhythmic condition were pooled across auditory and visual targets. Right attended targets. (D) Contrast of time and modality pooled across auditory and visual targets. Error bars display between-participant SEM. Asterisks indicate significant results (p < .05).

Effects of the experimental conditions on target discrimination performance were analyzed by means of repeated-measures ANOVAs. Both ANOVAs on RT and $d'$ contained the within-participants factors Time (rhythmic vs. random), Space (valid vs. neutral), and Modality (auditory target vs. visual target). Trials with targets presented antiphase in the rhythmic condition were removed from the ANOVAs. Interactions yielding a $p$ value < .05 were resolved with post hoc $t$ tests.

For $d'$ only, we tested whether targets presented in-phase with the cued rhythm were discriminated better than targets presented antiphase. Here, $d'$ was computed across all in-phase targets and all antiphase targets separately. $d'$ increased the later the target occurred, because of increasing temporal expectation as time elapsed. Therefore, we detrended the $d'$ values to remove this effect of temporal expectation on task performance. Then, we computed a repeated-measures ANOVA on the within-participants factors In-phase versus Antiphase and Modality (auditory target vs. visual target). As effect size measures, we report partial $\eta^2$ for repeated-measures ANOVAs and $f_{\text{equivalent}}$ for dependent-sample $t$ tests (Rosenthal & Rubin, 2003).

**Sensor Level Analyses**

Statistical analyses were performed (1) to test for lateralization of alpha power (8–13 Hz) according to the modulation of spatial attention (collapsing over temporal expectation conditions) as well as (2) to test for differences in delta ITPC (1.1–2.1 Hz; centered at the cued rhythm of 1.6 Hz) between rhythmic and random temporal expectation conditions (collapsing over spatial attention conditions). We used cluster-based permutation tests when contrasting data from all sensors, whereas $t$ tests and ANOVAs were used for data extracted from ROIs.

To test for alpha lateralization, each participant’s trials were averaged for attention left and right separately within each modality condition and then normalized in the following way: (attention-left – attention-right) / (attention-left + attention-right). This approach gives negative values for a stronger decrease in the attention-left condition and positive values when there is a stronger decrease in the attention-right condition. This procedure also reduces interparticipant variability in the power estimates, thus providing a convenient normalization. To establish whether the difference between attention left and right was significantly different from 0, a cluster-based nonparametric randomization test (Maris & Oostenveld, 2007) was applied using 1000 randomizations of the data (effectively swapping the labels of the conditions of interest) for auditory and visual modalities separately. By clustering neighboring sensors that show the same effect, this test deals with the multiple-comparisons problem and, at the same time, considers the dependency of the data points (see also Haegens, Luther, & Jensen, 2012; Haegens, Händel, et al., 2011).

To capture the relative prestimulus alpha distribution over both hemispheres in one measure, a lateralization index of alpha power was calculated for each participant, using sensors within predefined ROIs (“auditory” sensors for auditory-target trials and “visual” sensors for visual-target trials; based on standard Neuromag ROIs): alpha-lateralization index = (alpha-ipsilateral-ROI – alpha-contralateral-ROI) / (alpha-ipsilateral-ROI + alpha-contralateral-ROI). Here, contralateral and ipsilateral refer to the hemispheres with respect to the spatial cue. Before computing the lateralization index, alpha power of the spatially valid cued condition was normalized by subtracting alpha power of the spatially neutral cued condition at each sensor of the...
selected ROIs. This index is comparable to the one applied by Haegens, Händel, et al. (2011) and gives a positive value when alpha power is higher over the ipsilateral hemisphere and/or lower over the contralateral hemisphere (ipsilateral > contralateral) and a negative value for the opposite scenario (contralateral > ipsilateral).

To test for differences in the alpha-lateralization index between visual-target and auditory-target trials, we used a dependent-sample t test. We then performed a post hoc analysis to test whether alpha lateralization was related to target discrimination performance for visual-target trials. We applied a median split across trials within each participant based on RT, computed the alpha lateralization index for low versus high RT trials, and compared these across participants with a dependent-sample t test.

To test for differences in ITCP between rhythmic and random conditions, we used a similar cluster-based nonparametric randomization approach as described above, for auditory- and visual-target trials separately. Next, we used a repeated-measures ANOVA with factors Time (rhythmic vs. random condition) and Modality (auditory vs. visual targets) to assess differences in delta-band ITCP (1.1–2.1 Hz) between modalities. We here averaged the delta ITCP across sensors of the significant clusters (see topographies in Figure 4A) in each participant, for rhythmic and random conditions separately.

### Correlation of Neural Markers and Discrimination Performance

Finally, we tested the relationship between the neural measures and participants’ behavioral performance. We correlated pretarget delta ITCP with participants’ RTs using a cluster-based nonparametric randomization test. First, we performed this correlation across participants. That is, we used each participant’s RT and used this as a regressor to correlate with delta ITCP. This was done for rhythmic and random conditions separately, as well as for auditory- and visual-target trials. Note that, for the rhythmic condition, we only used trials where the target was presented in-phase with the cue rhythm, to avoid variance in RT because of decreased discrimination performance in the antiphase trials. Because we found significant correlations for the rhythmic as well as for the random condition in the auditory-target trials (see Results), we subsequently performed a within-participant across-trial correlation of RT and delta ITCP for rhythmic and random conditions separately, focusing on auditory-target trials. Here, we sorted all trials within one participant according to his or her RT. Then, we split the trials in 10 equally sized bins and computed average RT and delta ITCP for each bin (note that ITCP cannot be computed on the single-trial level; this binning procedure allowed us to perform an “across-trial” correlation analysis). Within each participant, we performed a correlation across the binned RT and delta ITCP at each sensor. The resulting correlation coefficients of each sensor were tested against zero across participants by means of a cluster-based nonparametric randomization dependent-sample t test. Finally, we performed another analysis correlating d' of the rhythmic antiphase trials with delta ITCP, again using a cluster-based nonparametric randomization test. This analysis was computed for visual-target trials and auditory-target trials separately.

### RESULTS

Here, we studied spatial attention and temporal expectation in the context of auditory and visual target discrimination using MEG. We were specifically interested in delta- and alpha-band oscillatory state in anticipation of target presentation and the impact on task performance.

#### Effects of Spatial Attention and Temporal Expectation on Auditory and Visual Target Discrimination

First, we assessed the effects of the temporal and spatial manipulations on task performance, in terms of sensitivity (d') and RT (Figure 2A and B), using a repeated-measures ANOVA with factors Time (rhythmic vs. random condition) and Modality (auditory vs. visual targets). We performed a significant effect for the spatial attention manipulation on either d' and RT, using a repeated-measures ANOVA with factors Time (rhythmic vs. random condition; note that, in the rhythmic condition, only trials with in-phase targets were included in the analysis), Space (valid vs. neutral condition), and Modality (auditory vs. visual target condition). Overall, participants were faster on the visual-target trials than on the auditory-target trials, F(1, 19) = 76.11, p < .0001, η² = .8, with no significant difference in sensitivity, F(1, 19) = 1.16, p = .296, η² = .057.

We found no significant effect of the temporal expectation manipulation on either d', F(1, 19) = 0.39, p = .545, η² = .021, or RT, F(1, 19) = 2.60, p = .123, η² = .12, when contrasting rhythmic versus random conditions (for auditory and visual targets combined). In contrast, there was a significant effect for the spatial attention manipulation on d' and RT, with higher d' for the valid than for the neutral cue condition, F(1, 19) = 7.91, p = .011, η² = .29, as well as faster RTs for valid cues, F(1, 19) = 15.09, p = .0009, η² = .44. Furthermore, there was a significant interaction between the factors Time and Space, F(1, 19) = 6.69, p = .018, η² = .26 (Figure 2C, left), with a stronger effect of the spatial manipulation on RT for the random condition, t(19) = 4.75, p = .0001, r = .75, than for the rhythmic condition, t(19) = 2.45, p = .024, r = .3. The interaction of the factors Modality and Time was also significant, F(1, 19) = 5.91, p = .025, η² = .24 (Figure 2C, right), with faster RTs for random than rhythmic trials in the visual modality, t(19) = 2.67, p = .015, r = .53. There was no significant effect in the auditory modality, t(19) = −0.43, p = .672, r = .1. (For criterion, no significant effects or trends were found across all tests; all ps > .15.)

When zooming in on the rhythmic condition, contrasting in-phase with antiphase trials with the factor Modality (Figure 2D), we found improved d' for in-phase trials, F(1, 19) = 14.37, p = .001, η² = .43. Note that this
held true across modalities (main effects of Modality and interaction of Modality and Phase, both \( F < 1 \)). This analysis demonstrates improved sensitivity for targets that could be anticipated using the temporal cue.

Furthermore, we asked whether there was an effect of target onset time (early vs. late; median split) on performance measures. For \( \theta' \), the main effect of Onset time was significant, \( F(1, 19) = 4.48, \ p = .048, \eta^2 = .19 \), with later onset times yielding better task performance than early onset times. This was true for both rhythmic and random cueing conditions (the interaction of factors Time and Onset time was not significant, \( F(1, 19) = 0.17, \ p = .69, \eta^2 = .009 \)). For RT, both the main effect of Onset time, \( F(1, 19) = 14.19, \ p = .001, \eta^2 = .43 \), and the interaction of the factors Time and Onset time was significant, \( F(1, 19) = 7.05, \ p = .016, \eta^2 = .27 \). The resolution of this interaction by the factor Time showed that, in the rhythmic condition, the factor Onset time was significant, \( F(1, 19) = 16.49, \ p = .0007, \eta^2 = .47 \), with faster responses for later onsets, whereas in the random condition, the main effect of Onset time was not significant, \( F(1, 19) = 2.21, \ p = .15, \eta^2 = .10 \).

**Temporal Expectation Modulates ITPC in the Delta Range**

Next, we turn to the anticipatory brain state in response to the temporal cueing. TFRs of power show a low-frequency response to the cue that is sustained after cue offset (Figure 3). For the rhythmic visual-cue condition (i.e., auditory target), there was a clear rhythmic response in the TFR during cue presentation, not apparent in the auditory-cue condition (i.e., visual target). The postcue, pretarget responses to auditory cues seem somewhat more limited to the 5- to 10-Hz range (especially in the rhythmic case), whereas the visual-cue responses cover a broader low-frequency range.

We further assessed these anticipatory (postcue, pretarget) low-frequency modulations using ITPC measures. For both the auditory-target and visual-target conditions, ITPC was significantly stronger for the rhythmic condition than the random condition (one significant cluster for the auditory-target condition; \( p = .002 \), two significant clusters for the visual-target condition; \( p = .002 \) and \( p = .008 \)). The effect in the auditory-target condition was not limited to the delta band but covered a 0.8- to 15.5-Hz range (Figure 4A), whereas the significant effect was limited to a 0.5- to 2.0-Hz range for the visual-target condition (Figure 4B). Focusing on the delta-band ITPC of interest (i.e., the cued 1.6-Hz rhythm), we found a stronger modulation for rhythmic than random conditions, \( F(1, 18) = 11.28, \ p = .004, \eta^2 = .39 \), as well as a stronger modulation for auditory- than visual-target conditions, \( F(1, 18) = 58.97, \ p < .0001, \eta^2 = .77 \) (Figure 4C). Sources of these modulations were localized to visual regions in the auditory-target condition and to auditory regions in the visual-target condition, both with a right-hemisphere dominance (Figure 4A and B, bottom; contrasting rhythmic and random delta ITPC by subtracting random from rhythmic and dividing this by rhythmic condition). Note that our analysis of anticipatory brain activity reveals an effect of the temporal cue on the phase of ongoing oscillations in the regions that correspond to the modality of the cue.

We then asked how these delta-band modulations correlated with behavioral outcomes. First, we focused on the relationship between participants’ overall delta ITPC and their task performance; that is, are participants with stronger synchronization better/faster at the task? We found that, for the auditory-target condition, participants with stronger delta ITPC were faster at the task, for both rhythmic (one significant cluster: \( p = .048 \)) and random (one cluster: \( p = .028 \)) conditions (Figure 4D). Considering that we found this correlation regardless of temporal condition, we seem to be tapping into a measure here that distinguishes fast from slow participants across the board (i.e., better synchronizers are faster at the task in general). There was no significant effect on \( \theta' \) (no clusters were detected, neither for the rhythmic nor random condition). For the visual-target condition, ITPC was significantly stronger for the rhythmic condition than the random condition (one significant cluster for the auditory-target condition: \( p = .002 \), two significant clusters for the visual-target condition: \( p = .002 \) and \( p = .008 \)).

---

**Figure 3.** Time course of grand-averaged power. TFRs from 1 to 20 Hz time-locked to cue onset, baseline-corrected with a 300-msec stimulus-free segment −0.8 to −0.5 sec before cue onset (i.e., relative change), and averaged across all sensors. Panels on the left display power averaged across all trials with an auditory cue followed by a visual target; panels on the right display power averaged across all trials with a visual cue followed by an auditory target. Top panels represent the rhythmic-cue condition; bottom panels represent the random-cue condition. Gray dotted lines mark the cue onsets (starting at \( t = 0 \) sec, plus following cues in the rhythmic condition) as well as the period during which the target was presented.
Figure 4. Temporal expectation. (A–C) Modulation of pretarget ITPC. (A) Top panels display ITPC contrasted between rhythmic and random trials, for the auditory-target (A) and visual-target (B) conditions separately. Spectral plots show ITPC averaged across channels belonging to clusters with a significant difference between the rhythmic and random conditions (cluster-based permutation test; significant channels marked in the topographies). Insets show ITPC averaged across channels with significant difference centered at 1.6 Hz (i.e., 1.1–2.1 Hz), as marked by the white circle in the topographies. Bottom panels display source reconstructions of the relative change in delta ITPC between the rhythmic and random conditions. Positive values indicate stronger ITPC for rhythmic trials. (C) Repeated-measures ANOVA (with factors Time and Modality) on delta ITPC (1.1–2.1 Hz). Error bars display between-participant SEM; asterisks indicate significant results (p < .05). Spectrum shows the difference in ITPC between the rhythmic and random trials, before auditory and visual targets separately. (D–F) Pretarget delta ITPC (1.1–2.1 Hz) correlates with discrimination performance. (D) Correlation of delta ITPC and RT across participants, for the rhythmic (left) and random (right) conditions, in the auditory-target condition. (E) Correlation of delta ITPC and RT across trials (binned per 10 trials sorted by RT), for the rhythmic (left) and random (right) conditions, in the auditory-target condition. Gray lines show single-participant correlations. (F) Correlation of delta ITPC and d' across participants, in rhythmic antiphase trials, for the visual-target (top) and auditory-target (bottom) conditions. Marked channels in topographies belong to a significant (sign.) cluster.
Spatial Attention Modulates Alpha Power Lateralization

Next, we turn to the spatial attention manipulation. We computed the postcue, pretarget alpha power for left versus right attention trials, for the two sensory modalities separately (Figure 5A and B). We found significant alpha lateralization for the visual-target condition (one left-lateralized positive cluster: $p = .03$) but not for the auditory-target condition (no significant clusters: $p > .05$). Source reconstruction of alpha power (and computation of the attention index on source level; Figure 5B) corroborates the findings from the sensor level: In the visual modality, we found a positive attention index in the left hemisphere and a negative attention index in the right hemisphere. The attention index was the strongest at bilateral occipito-parietal regions. For the auditory modality, the attention index was more evident in source space than in sensor space. Specifically, there was a negative attention index at right occipito-parietal regions.

To further zoom in on these effects, we then computed the alpha-lateralization index per participant for a preselcted set of sensors per modality. Contrasting the visual and auditory conditions, we further confirm stronger alpha lateralization for the visual case, $t(18) = 3.04, p = .007, r = .59$ (Figure 5C, left).

Finally, we asked how alpha lateralization correlated with performance and found that alpha lateralization was higher on trials with low RT than trials with high RT, for the visual modality, $t(18) = 2.20, p = .041, r = .47$ (Figure 5C, right). Note that only trials with valid spatial cues (i.e., left or right cues) were included in this analysis.

**DISCUSSION**

In this MEG study, we used a visual–auditory discrimination task with cross-modal cues providing both temporal and spatial information with regard to upcoming stimulus presentation. We report a dissociation between the two sensory modalities in response to the different manipulations, with stronger temporal expectation effects in the auditory task and stronger spatial attention effects in the visual task. We found that providing a rhythmic temporal cue (as compared to a random/continuous temporal cue) led to increased postcue synchronization of low-frequency rhythms, which, especially in the auditory task, correlated with performance. For the spatial attention manipulation, we found a typical pattern of alpha lateralization in the visual (but not the auditory) system, which correlated negatively with RT.
Differences between the Auditory and Visual Systems

The observed differences in response to temporal expectation and spatial attention manipulations between the visual and auditory systems (compare Figures 4C and 5C) are in line with our knowledge about differences between these sensory modalities and their physiological basis (Thorne & Debener, 2014; Freides, 1974). We do not claim a complete dissociation between the two modalities and sensitivity to spatial versus temporal information, respectively, although it seems clear that there is a bias in that the visual system is more sensitive to the spatial dimension, whereas the auditory system is more sensitive to temporal aspects.

The lack of alpha lateralization in the auditory system in response to our spatial attention condition could have several causes. For one, we might simply be less sensitive to auditory alpha than to the prominent posterior alpha rhythm with EEG/MEG (Weisz, Hartmann, Müller, Lorenz, & Oleser, 2011; Pfurtscheller & Lopes da Silva, 1999), in which case our observation might partly be explained by recording method. Intracranial recordings could remedy this—and have shown alpha modulation in auditory selective attention tasks (de Pesters et al., 2016; Lakatos et al., 2016)—although signal-to-noise ratio is probably not the sole reason for the lack of an alpha lateralization effect here. The auditory cortex is also less spatially lateralized than the visual and tactile systems (Grothe, Pecka, & McAlpine, 2010; Langers, van Dijk, & Backes, 2005), and previous work shows that spatial attention predominantly affects alpha in the right auditory cortex (ElShafei, Bouet, Bertrand, & Bidet-Caulet, 2018; Müller & Weisz, 2012). Most importantly, previous work has shown that alpha lateralization effects (especially the ipsilateral increase of alpha) are boosted with the introduction of distractors on the unattended side (i.e., providing an input that needs to be actively suppressed), for both visual (Sauseng et al., 2009) and somatosensory (Haegens et al., 2012) systems. For the auditory system, the few studies assessing alpha-power lateralization all presented a distracting sound to the not-to-be attended ear (Wöstmann et al., 2016; Frey et al., 2014; Kerlin, Shahin, & Miller, 2010). Thus, we suggest that the absence of clear alpha lateralization in our auditory task could also be because of the lack of to-be-suppressed distractors in our paradigm.

Temporal Dynamics

One of the questions we aimed to address was whether a (cross-modal) rhythmic input could be actively utilized to predict onset of relevant input (Haegens & Zion Golumbic, 2018; Zoefel et al., 2018) and thereby improve task performance.

The effects of our temporal expectation manipulation were localized (on both sensor and source levels) to the modality of the cross-modal cue, whereas the spatial attention effect appeared in the modality of the upcoming target. That is, when presented with a rhythmic auditory cue in anticipation of a visual target, the temporal modulation, as evident in increased delta-band ITPC, was localized to auditory/temporal regions, whereas the spatial modulation in terms of alpha lateralization had a visual/posterior cortical origin. Thus, it appears that our spatial attention manipulation exerted a cross-modal influence, modulating excitability in early sensory areas (here, visual cortex) with consequences for behavior, whereas our temporal expectation manipulation exerted an effect that was limited to the modality of cue presentation and that itself did not correlate with task performance. We did, however, find that frontal delta-band synchronization correlated with performance, pointing to a potential supramodal mechanism.

The question is whether using a unimodal rather than cross-modal paradigm would change the picture. Although we had good reasons to avoid unimodal cueing here (as to separate a series of evoked responses from actual preparatory activity—Figure 3B illustrates this concern), of course, it is possible that this changed or limited potential temporal anticipation effects. Previous work has suggested that unimodal temporal expectations form in a bottom–up, automatic fashion, also when actually irrelevant or even detrimental to task performance (Breska & Deouell, 2014, 2016). These same authors further showed that such exogenous effects can be modulated by top–down, endogenous factors (Breska & Deouell, 2016). Although at this stage we can only speculate, it is possible that we are picking up on a combination of these exogenous and endogenous factors here. Future studies could address this issue by using paradigms with explicit endogenous expectations, for example, symbolic cues that the participant has to translate into a prediction, via learned associations (see, e.g., Aukstztulewicz, Friston, & Nobre, 2017).

Surprisingly, RTs to visual targets were faster in the random than rhythmic condition, contrary to our hypothesis and to previous findings (e.g., Cravo, Rothenkohl, Wyart, & Nobre, 2013), although it should be noted that we found temporal expectation effects were generally weakest for the visual condition. In addition, although there was no overall rhythmic versus random condition benefit, when correcting for hazard rate effects (i.e., increasing temporal expectation over time in a situation in which an event is certain to occur, but the exact time of occurrence is not known), we did observe a small but consistent performance improvement for in-phase versus antiphase trials. It has been argued that behavioral entrainment effects can be observed specifically in difficult detection tasks using near-threshold targets embedded in noise and/or followed by a mask, making precise temporal expectations more critical (e.g., ten Oever et al., 2017; Henry & Oleser, 2012). The lack of a stronger rhythmic benefit for performance might be because of
the use of a (cross-modal) discrimination task (without noise, masks, or distracters)— although when using the neural synchronization measure as a correlate, we did observe rhythmic condition-specific behavioral effects, pointing to a successful (although more subtle) temporal expectation manipulation.

Indeed, we found that right frontal delta ITPC correlated with performance measures (RT and $d^\prime$). For the auditory task, the observed neuronal synchronization correlated negatively with RTs, such that participants with higher delta-band ITPC were faster at the task overall (including the random condition; i.e., a nonspecific effect), whereas on individual trials, higher delta ITPC boosted RTs for the rhythmic condition only (i.e., a specific effect). In the visual task, we found a tentative negative effect of synchronization on invalid cue trials—stronger synchronization hampers discrimination performance for antiphase target presentation.

Thus, it seems that, here, there are two phenomena at play: a unimodal, “bottom–up” sensory effect and a supramodal, “top–down” anticipatory effect (cf. Aukstulewicz et al., 2017). The first effect is mainly captured by ITPC during the cue-target interval, in the modality of the cue, and does not correlate with performance, whereas the second effect has a right frontal topography (see also Wilsch, Henry, Herrmann, Maess, & Obleser, 2015) and shows up in the analysis linking the neural signal to behavior. Previous work studying the effects of spontaneous prestimulus phase on (visual) detection/discrimination performance found the phase of frontal theta/alpha band oscillations to predict performance (Dugué, Marque, & VanRullen, 2011; VanRullen et al., 2011; Busch et al., 2009). These findings have been suggested to reflect attentional cycles (VanRullen, Zoefel, & Ilhan, 2014), that is, rhythmic fluctuation of attentional sampling. Furthermore, several studies have shown that, in the absence of external rhythms, visual spatial attention fluctuates at a theta rate (4–8 Hz; Fiebelkorn, Pinsk, & Kastner, 2018; Helfrich et al., 2018; Landau, Schreyer, van Pelt, & Fries, 2015; Fiebelkorn, Saalmann, & Kastner, 2013; Landau & Fries, 2012), with lower periodicities when attention has to be divided over multiple locations (e.g., a ~7-Hz intrinsic attentional rhythm might be split over two locations in a bilateral attention task and show up as a 3- to 4-Hz rhythm in each location; VanRullen, 2016).

In the current study, we found an interaction effect of the spatial and temporal manipulations on RT. Furthermore, the observed synchronization effects were exclusively present in the rhythmic condition, and the behavioral modulations also specifically emerged in rhythmic trials. These effects linking neuronal activity to behavior had a right frontal topography (across modality conditions), in line with higher-order, supramodal mechanisms rather than a purely low-level, sensory-specific phenomenon. Here, we might be tapping into a complex interplay (potentially mitigated through cross-frequency coupling) of spatial attention effects (and their intrinsic rhythmic fluctuations) on the one hand and temporal expectation on the other.

**Is This Evidence of Entrainment?**

On the basis of previous work, we hypothesized that the brain would pick up on the temporal information in the rhythmic cue and form a (rhythmic) prediction of when the target would most likely be presented. There is a considerable literature tentatively showing that attended or otherwise salient rhythmic input leads to (bottom–up/automatic) entrainment or synchronization of neuronal populations in early sensory areas, which is then maintained after cue offset (for a number of cycles), rhythmically biasing subsequent stimulus processing (for a review and critical discussion, see Haegens & Zion Golumbic, 2018). This has been shown with both neural (e.g., Lakatos et al., 2008, 2013; Henry & Obleser, 2012) and behavioral (Fiebelkorn et al., 2011; Rohenkohl, Coull, & Nobre, 2011; Jones, Moynihan, MacKenzie, & Puente, 2002; Barnes & Jones, 2000) data and has been suggested as a mechanism of selective attention and/or to implement temporal predictions (Schroeder & Lakatos, 2009; Nobre et al., 2007). Lakatos et al. (2008), for example, have shown that, when competing auditory and visual streams are present, Layer 4 of macaque V1 aligns its high excitability phase to the visual stream, regardless of which stream is attended, whereas a few hundred microns away, Layer 3 aligns its high excitability phase with the attended stream (regardless of whether it is auditory or visual).

However, several open questions remain, with one main issue being the nontrivial distinction of a rhythmic input causing a series of evoked responses versus a genuine intrinsic oscillator getting phase aligned (Helfrich et al., 2019; Haegens & Zion Golumbic, 2018; Lakatos et al., 2013; Capilla, Pazo-Alvarez, Darriba, Campo, & Gross, 2011). Here, we used a novel paradigm with MEG measures to provide further evidence for (1) the proposed oscillatory entrainment (i.e., increased frequency-specific synchronization after cue offset) and (2) the extent to which the brain can use such a strategy for top–down-controlled anticipation (here, cross-modal cueing effects).

The main question is then whether the here-reported phase-synchronization effects constitute evidence of entrainment in the narrow sense (cf. Obleser & Kayser, 2019), that is, entrainment of intrinsic, self-sustained oscillators in early sensory networks coupling with an external rhythm, resulting in frequency and phase alignment between the two. Indeed, we do find stronger neuronal synchronization in response to a rhythmic cue than to a continuous cue; however, this synchronization was not exclusively observed at the cued frequency of 1.6 Hz but rather extended to a substantial range of low-frequency rhythms. This lack of narrow-band synchronization could potentially be explained by a number of methodological limitations. A first set of concerns is related to the
paradigm used: Perhaps, four cycles is not enough to properly drive the system (though see, e.g., Breska & Deouell, 2014; de Graaf et al., 2015). In addition, the task might not have been demanding enough to warrant a strong phase coupling (see also discussion of behavioral effects above). Further methodological explanations relate to the signal used: Perhaps, MEG in combination with our analysis techniques does not provide the right spectral and spatial resolution and/or signal-to-noise ratio to detect the focal, band-limited effect of interest. Arguably, here, we might mix signals from neuronal populations with different responses: ones that do phase-align to the 1.6-Hz rhythm (cf. Besle et al., 2011; Gomez-Ramirez et al., 2011; Lakatos et al., 2008) and other neuronal populations oscillating at different frequencies, which, when combined, lead to the observed broadband effects. Possibly, the hierarchical organization of neuronal oscillations through cross-frequency coupling could lead/contribute to the spread of narrow-band synchronization over multiple frequencies (Lakatos et al., 2005).

These caveats notwithstanding, our observations do not provide conclusive evidence for frequency-specific entrainment of early sensory systems. We do find evidence for an effect of rhythmic input on synchronization in a wider range of low frequencies. Rather than entrainment, this might reflect a more general boost of intrinsic low-frequency oscillators, perhaps via (modulatory) phase reset (ten Oever, van Atteveldt, & Sack, 2015) or resonance response (see Lakatos et al., 2009). Such phase reset could in turn lead to an overall increase in low-frequency synchronization (as measured here with ITPC). An alternative interpretation is that rhythmic cue presentation causes a series of (rhythmic) evoked responses, after which the system goes back to its natural state (i.e., superposition; Capilla et al., 2011). The evoked response and accompanying phase reset caused by these inputs then explain the temporary increase in synchronization, because now more cells are phase aligned. Note that these phase reset scenarios could have a cross-modal impact as well (via feedforward and/or feedback pathways; Mercier et al., 2013, 2015; Lakatos et al., 2007, 2008, 2009). Intracranial recordings, with a more fine-grained spatial resolution than the methods used here, might be able to distinguish between these possibilities.

In conclusion, we find (i) that the brain utilizes different oscillatory tools depending on task demands, (ii) that these mechanisms operate on different levels of the system, and (iii) that sensory modalities differ in their ability to direct anticipatory resources in a given dimension. Future intracranial work should allow for a more detailed understanding of the underlying neurophysiology of these mechanisms.
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