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Abstract

■ In an explorative study, we investigated the time course of
attentional selection shifts in feature-based attention in early visual
cortex bymeans of steady-state visual evoked potentials (SSVEPs).
To this end, we presented four flickering random dot kinemato-
grams with red/blue, horizontal/vertical bars, respectively. Given
the oscillatory nature of SSVEPs, wewere able to investigate neural
temporal dynamics of facilitation and inhibition/suppressionwhen
participants shifted attention either within (i.e., color to color) or
between feature dimensions (i.e., color to orientation). Extending
a previous study of our laboratory [Müller, M. M., Trautmann, M.,
& Keitel, C. Early visual cortex dynamics during top–down modu-
lated shifts of feature-selective attention. Journal of Cognitive
Neuroscience, 28, 643–655, 2016] to a full factorial design, we
replicated a critical finding of our previous study: Facilitation of

color was quickest, regardless of the origin of the shift (from color
or orientation). Furthermore, facilitation of the newly to-be-
attended and inhibition/suppression of the then to-be-ignored fea-
ture is not a time-invariant process that occurs instantaneously,
but a biphasic one with longer time delays between the two pro-
cesses. Interestingly, inhibition/suppression of the to-be-ignored
feature after the shifting cue had a much longer latency with
between- compared to within-dimensional shifts (by about 130–
150 msec). The exploratory nature of our study is reasoned by
two limiting factors: (a) Identical to our precursor study, we found
no attentional SSVEP amplitude time course modulation for
orientation, and (b) the signal-to-noise ratio for single trials
was too poor to allow for reliable statistical testing of the laten-
cies that were obtained with running t tests of averaged data. ■

INTRODUCTION

Processing sensory information for everyday adaptive
behavior like in visual search requires that attentional
selection is shifted from one element to the next. Such
shifts might result in crossing dimensional borders, such
as from color to a certain shape, or stay within a feature
dimension, that is, shifting from one color to a different
one. However, what are the temporal neural dynamics
underlying those attentional shifts in feature selection?
One conceptual idea is framed in the dimensional weight-

ing account (DWA; Müller, Reimann, & Krummenacher,
2003). It suggests that attention can be directed along
certain feature dimensions, such as color, orientation, or
motion. That is, an attentional weight is assigned to one
such dimension thereby boosting its constituent features
compared to those of another dimension. Consequently,
shifting attention between features of the same dimension
should be faster than shifting attention between dimen-
sions; for example, shifts from red to blue items are faster
than shifts from red to horizontal items. The theory is
backed up by evidence from behavioral search and dual-
object paradigms (Müller & Krummenacher, 2006a,
2006b; Müller & O’Grady, 2000; Müller, Heller, & Ziegler,

1995). Another account is based on neural data from
monkey intracranial recordings suggesting that attention
progressively projects back from higher order to lower
order areas (Buffalo, Fries, Landman, Liang, & Desimone,
2010). In their study, the onset of neural responses after
top–down shifts was registered first in V4, then V2, and
last in V1 when monkeys were presented with differently
colored Gabor patches. Given that color is processed fur-
ther up in the visual stream, that is, V4 (Allison et al., 1993;
for a review of V4 functionality, see Roe et al., 2012; Zeki,
1983) and V8 (Hadjikhani, Liu, Dale, Cavanagh, & Tootell,
1998), than, for example, orientation in V1 (Hubel &
Wiesel, 1968), shifting attention toward color should thus
be faster than shifting attention toward an orientation in-
dependent of to what attention was directed before the
shift. Support for such a reversed progression mechanism
was also found in humans with spatial attention (Martínez
et al., 2001).

In light of these competing accounts, our laboratory pre-
viously set out to address neural temporal dynamics of
feature-selective attention (Müller, Trautmann, & Keitel,
2016) by taking advantage of steady-state visual evoked
potentials (SSVEPs), a neural signature generated in early
visual cortex such as V1, V2, and V3 including areas V4/8 or
hMT (Andersen & Müller, 2010; Müller et al., 1998; Morgan,
Hansen, & Hillyard, 1996), elicited by flickering stimuli,University of Leipzig
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such as random dot kinematograms (RDKs). Therefore,
SSVEPs serve as a powerful tool to investigate neural tem-
poral dynamics of feature-based attentional shifts. In that
previous study, participants had to shift attention toward
a color or orientation from another already attended color
or orientation in a display of four superimposed flickering
RDKs with different colors (blue and red) and orientations
(slashes and backslashes), respectively. Results showed
that attentional SSVEP amplitude modulation was greater
and occurred earlier for shifts toward color compared to
orientation, which was complemented by faster RTs when
shifting attention toward color compared to orientation.
Unfortunately, electrophysiological data for orientation
wereweak; for example, time course analyses for orientation
to orientation shifts remained inconclusive as no significant
attentional modulation over time could be observed.
Furthermore, the design was unbalanced as a deliberate
tradeoff between the possibility to analyze behavioral data
and a sensible recording time for participants. That com-
promise, however, limited analyses of the electrophysio-
logical data to a subset of the presented conditions, and
precluded a full-fledged picture of the temporal dynamics
of all feature shifts that were involved.

Contrary to our 2016 study, this study has some impor-
tant expansions: We set up a fully balanced design that
would allow us tomore conclusively look into the temporal
neural dynamics of attentional shiftswithin and/or between
feature dimensions. Given our unbalanced design in the
2016 study, we were not able to look into the time course
of neural competitive interactions of the newly to-be-
attended feature and inhibition/suppression of the to-be-
ignored feature after the shifting cue. There is ample
empirical evidence that to-be-ignored stimuli will be sup-
pressed: See, for example, in biased competition (Desimone
& Duncan, 1995), in spatial attention with regard to the to-
be-attended and the to-be-ignored location as signified by
the P1 and N1 component of the visual evoked potential
(Hillyard, Vogel, & Luck, 1998), and in feature-based atten-
tion as well (Forschack, Andersen, &Müller, 2017; Andersen
&Müller, 2010; Maunsell & Treue, 2006). However, what is
unknown at present is the temporal relation between facil-
itation of the to-be-attended and suppression of the to-be-
ignored feature/stimulus. Almost all attentional models
assume that shifting attentional resources to a stimulus/
location has the immediate effect of attentional resources
being withdrawn from another stimulus/location because
they are limited. As a consequence, facilitation and sup-
pression should be time invariant and occur instanta-
neously as pouring water from one glass into another
one. However, our previous studies demonstrated that
facilitation and inhibition/suppression rather follow a bi-
phasic profile, with early facilitation of the to-be-attended
and time-delayed inhibition/suppression of the to-be-
ignored color (Brummerloh & Müller, 2019; Andersen &
Müller, 2010). Frequency tagging and the analysis of
SSVEP time courses provide us with a unique tool to inves-
tigate these temporal neural dynamics. Given these results,

we were curious to find out whether (a) such a biphasic
process also exists when attention is already deployed to
one feature within a dimension (i.e., shifting attention
from color to color), given that DWA would predict a
time-invariant process of facilitation/suppression in within-
dimensional shifts, and (b) whether the possible biphasic
modulation is a time-fixed process, or whether we find
longer latencies in facilitation and inhibition/suppression
when attention needs to be shifted between feature dimen-
sions (such as from color to orientation). As far as we are
aware of, nobody has ever looked into these dynamics.
Furthermore, given our surprising finding of no atten-
tional SSVEP amplitude modulation for orientation in our
previous study in which we used slashes and backslashes,
we turned back to horizontal and vertical bars because
we were able to show SSVEP amplitude modulation with
horizontal/vertical bars in previous studies (Andersen,
Müller, &Hillyard, 2015; Andersen, Hillyard, &Müller, 2008).

METHODS

Participants

Thirty young and healthy adults (18–37 years, mean age =
24 ± 5 years, 18 women, 27 right-handed) with normal or
corrected-to-normal vision were recruited from existing
databases at the University of Leipzig. The sample size
was determined by an a priori power analysis on the mini-
mal effect sizes from our previous experiment (Müller
et al., 2016) with a power of 0.8 and an α error probability
of 0.05 using G*Power (Faul, Erdfelder, Buchner, & Lang,
2009). We decided to test 30 participants, because the
calculated required minimum sample sizes ranged between
21 and 26.
Informedwritten consentwas obtained before the exper-

iment. The study was designed and conducted according
to the declaration ofHelsinki andwas approved by the local
ethics committee. All participants received either course
credit or monetary compensation of A8 /hr. Two partic-
ipants were excluded from data analysis because of tech-
nical errors with graphics and timing during stimulus
presentation.

Materials

We used four superimposed flickering RDKs centered at a
fixation cross in the middle of the screen on a gray back-
ground (luminance = 6 cd/m2). Each RDK consisted of
75 bars randomly distributed across a circular area span-
ning 13° of visual angle. Single bars were 0.44° × 0.1° of
visual angle, moved randomly by 0.04° per frame, and
were drawn in random order to prevent depth cues
induced by a systematic superposition of one RDK with
another. The four RDKs consisted of unique combinations
of the feature dimensions color and orientation and flick-
ered at a different frequency each to allow for the analysis
of distinct SSVEPs: blue horizontal (10 Hz), red horizontal
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(12.5Hz), blue vertical (15Hz), and red vertical bars (17.5Hz,
see Figure 1A). The central fixation cross served as a cue to
indicate the feature that had to be attended: red, blue,
horizontal, and vertical (orientation cues were realized by
a black bar crossing a white bar). Consequently, partici-
pants always had to attend to two RDKs at the same time;
for example, when cuedwith a blue fixation cross, blue hor-
izontal and vertical bars (10 and 15 Hz) needed to be at-
tended, and when vertical was cued, red and blue vertical
bars (15 and 17.5 Hz) needed to be attended, and so on.

Procedure

Participants were seated 80 cm in front of a 19-in. cathode
ray tube screen (640 × 480 pixel resolution, 32-bit color
depth, 120-Hz refresh rate) inside an acoustically damp-
ened and electromagnetically shielded chamber. First, each
participant individually adjusted the colors red and blue to
isoluminance with the gray background by means of het-
erochromatic flicker photometry (Wagner & Boynton,
1972).
Before and between trials, a white fixation cross was

shown for 1400msec that served as time to blink and prep-
aration for the trial to reduce eye movements during stim-
ulation. Participants were instructed to fixate at the fixation
cross, not move their eyes and to avoid eye-blinks during
the stimulation period. Each trial started with the four
RDKs and the central cue signaling the to-be-attended
feature for a jittered period of 2400–2800 msec. Afterward,

the cue changed and indicated the new feature to which
participants had to shift their attention. The jittered time
interval before the change of the shifting cue was intro-
duced to avoid temporal expectancy effects. The shifting
cue was not immediate but faded over for 200msec to pre-
vent a change-induced ERP that would interfere with the
SSVEP analyses. New cue and RDK stimulation continued
for 2000–2400msec, respectively, so that the total duration
of a trial was always 4800 msec (see Figure 1B). RDKs were
phase-locked at cue onset and the shifting cue.

The whole experiment comprised 576 trials, distributed
across 12 blocks of 48 trials each (∼6-min duration). We
defined four major shift conditions of interest (two within
and two between dimensions): color–color (C-C), orientation–
orientation (O-O), color–orientation (C-O), orientation–
color (O-C). Given our stimulus set, each of these major
shifting directions consisted of more specific conditions
(12 in total); within-dimension shifts comprised two,
between-dimension shifts comprised four conditions, for
example, C-C: red-blue, blue-red; C-O: red-horizontal, red-
vertical, blue-horizontal, blue-vertical (see Figure 1A for all
conditions). Because of this, within-dimension shift con-
ditions were presented twice as often (72 trials each) as
between-dimension shift conditions (36 trials each), to
match the numbers of trials for the four major conditions
of interest (144 trials each).

The participants’ task was to detect coherent diagonal
motion events of the attended bars, upon which they were
to press the space bar with their right hand (see below for
individual settings). They were told that there could be
either none or up to three such events per trial and that
events could also occur at the unattended bars, which were
to be ignored. Coherent motion events lasted 400 msec,
starting earliest at 300 msec after trial onset, separated by
at least 800 msec, and only occurred in 25% of the trials
because they only served to ensure participants’ compli-
ance with the cue, and to have more event free trials for
EEG analysis which was the focus of this study. Only re-
sponses made between 350 and 1000 msec after the event
were included to calculate accuracy. Participants received
feedback on their performance at the end of each block.

Before the main experiment, participants did a mini-
mum of three training blocks of 24 trials each to familiarize
with the task and to set individual difficulty to generate an
average accuracy of 70% (in main experiment: 69 ± 11%).
Difficulty was modulated by individually adjusting the
percentage of bars within one RDK that coherently moved
during an event (65–95%,mean=86±8%). During training,
participants received auditory feedback on each event, and
culminated feedback at the end of each training block.

EEG Acquisition and Preprocessing

We recorded EEG from 64 Ag/AgCl electrodes mounted
in an elastic cap using an ActiveTwo amplifier system
(BioSemi) with a sampling rate of 256Hz. Vertical eyemove-
ments were monitored with two additional electrodes

Figure 1. Experimental design. (A) Stimulus display of the fouroverlapping
RDKs, corresponding frequency tags, and possible attention cues on the
right; multiple shift conditions form four major conditions of interest:
shifts from color–color (C-C), orientation–orientation (O-O), color–
orientation (C-O), and orientation–color (O-C). (B) Time course per trial:
fixation cross for 1400 msec, duration of RDK stimulation for 4800 msec,
vertical dashed lines indicate jittered onset of the shifting cue for
2400–2800 msec. First cue (exemplary in red) fades over to second
cue (exemplary in blue) over 200 msec to prevent an ERP.
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above and below the right eye, and lateral eye movements
were captured by two electrodes placed on the external
canthi. EEG data analysis was performed using the EEGLAB
toolbox (Delorme & Makeig, 2004) and custom MATLAB
scripts (The MathWorks). We extracted epochs from
−2400 to 2600 msec relative to the shifting cue. All epochs
containing events were excluded from analysis to prevent
interference from ERPs to coherent motion, or from motor
activity to button presses. EEG data were then detrended,
and trials with blinks or eye movements exceeding a thresh-
old of 25 μV were automatically rejected. We employed
Statistical Control of Artifacts in Dense array Studies
(Junghöfer, Elbert, Tucker, & Rockstroh, 2000) to identify
and correct further artifacts; trials withmore than 15 contam-
inated channels were excluded from further analysis. On
average, 18% of trials were excluded per participant.
Subsequently, data were rereferenced to average reference
and detrended again.

Frequency Analyses

Fast Fourier transforms were separately calculated relative
to the shifting cue for a preshift window (−2000 to 0msec)
and a postshift window (400 to 2400 msec) with zero pad-
ding to extend each electrode time series to 16,384 (= 214)
points. The first 400 msec after the shifting cue were not
included to avoid possible contamination by the ERP elic-
ited by the cue. Data for all artifact-free epochs were aver-
aged across these two time windows to obtain the scalp
topographical distributions for the four SSVEP frequencies

(see Figure 2). Oz was unequivocally the best electrode in
all participants and all frequencies, which we consequently
used in all further analyses.
Because we were interested in attentional shifts, we cal-

culated an amplitude modulation index (AMI; Kastner,
Pinsk, DeWeerd, Desimone, &Ungerleider, 1999) between
the absolute SSVEP amplitudes of the pre- (Apre) and post-
shift (Apost) time window per participant, condition, and
RDK frequency based on the following formula:

AMI ¼ Apre – Apost
� �

= Apre þ Apost
� �

(1)

The obtained values were then averaged across frequen-
cies and single conditions to yield eight values of interest,
that is, the fourmajor shift conditions (C-C, C-O, O-O, O-C)
per shift direction (away/toward). For a more detailed
description, see our previous work (Müller et al., 2016,
pp. 646–647). The resulting AMIs were then subjected
to a repeated-measures ANOVA with the factors of Shift
Origin (color/orientation), Shift Direction (away/toward),
and Shift Destination (color/orientation).

Time–Frequency Analyses

To analyze the time course of each SSVEP amplitude, we
applied Gabor filters (Gabor, 1947) to EEG epochs within
the interval of −2400 to 2600 msec relative to the shifting
cue, separately for each RDK frequency and the 12 single
conditions (as a reminder, see Figure 1). The wider interval
was used to attenuate edge artifacts of the Gabor filter, and

Figure 2. Scalp topographies
and amplitude spectra for all
SSVEPs. (A) Topographical
maps for each RDK frequency
averaged across conditions and
pre- and postshift windows (data
in B). The RDK-defining feature
is depicted on top of each scalp
map (e.g., the 10-HzRDK consists
of horizontal blue bars). Oz
was the best electrode for all
frequencies and conditions and
was therefore used in all analyses.
(B) Grand-averaged amplitude
spectra of preshift (upper panel)
and postshift (lower panel)
windows obtained by fast Fourier
transforms of the SSVEP
waveforms per condition. Peaks
are clearly visible at all four
stimulation frequencies showing
that SSVEPs were reliably elicited
by the RDKs. The peak amplitude
is always taken by the attended
condition’s driving feature,
that is, for the 10-Hz RDK (blue
horizontal bars as depicted on the
very top), amplitudes are highest
when blue or horizontal was
cued, and likewise for all other
cueing conditions.
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we only used the frequency domain time course between
−2000 and 2000 msec in all subsequent analyses. We em-
ployed a spectral bandwidth of ± 0.9-Hz FWHM (temporal
resolution ± 245 msec) centered at the four RDK frequen-
cies, respectively. Because absolute amplitudes differ
between frequencies, we normalized the data by using
entirely unattended time courses (EEGUA) as a baseline
for frame-wise division with each time course of interest.
For example, looking at the 10-Hz RDK (i.e., blue horizon-
tal bars), there were two shift conditions where blue hori-
zontal bars did not have to be attended in any part of the
trial neither pre- nor postshift: When participants had to
shift attention from red to vertical bars, or vice versa. The
average of these two conditions (EEGUA) served as baseline
for the 10-Hz RDK and was used for normalization of all
other conditions where that RDK had to be attended in
any one part of the trial (EEGA) according to the following
formula:

EEGnorm ¼ EEGA=EEGUA –1 (2)

This procedure was used analogously for all four RDKs.
This way, we ensured that amplitudes were comparable
across the different RDK frequencies and centered around
zero when no attention was directed. Like the AMI, the
resulting time courses were then averaged across frequen-
cies and single conditions to obtain the four major shift
conditions (C-C, C-O, O-O, O-C) per shift direction (away/
toward). Because of the different shift directions, in half of
the conditions, attention needed to be directed away from
a given feature, and consequently, amplitudes were above
zero preshift and returned to zero postshift. Therefore, we
used the average of a 1000-msec preshift window (−1245
to −245 msec to exclude contamination from postshift
effects based on Gabor filter size), and subtracted its aver-
age from the full time course first, so that we could test the
postshift window against zero. Subsequently, we calculated
running t tests against zero for postshift time courses (0 to
2000msec) using a 95% confidence interval with undirected
cluster corrections using 10000 permutations for multiple
comparisons correction to identify shift onset times when
amplitudes started to deviate from zero significantly.

RESULTS

Behavioral Analyses

Participants’ average accuracy was 69% (± 11%), thereby
approximating the difficulty level of 70% that was set during
training. A one-way ANOVA revealed no significant differ-
ences between conditions, F(3, 116) = 0.997, p = .397;
C-C: 71% ± 15%; O-O: 67% ± 9%; C-O: 67% ± 14%; O-C:
70% ± 12%. Thus, participants were compliant with the
task (cue) and our training procedure guaranteed that all
tasks were about equally difficult. Note that we focused
on electrophysiological data and have thereforemaximized
the number of event free trials. Consequently, we did not
perform any more advanced behavioral analyses as in the

previous study (Müller et al., 2016) because of the limited
amount of data.

Frequency Analyses

Grand mean topographical distributions for all four RDK
frequencies across all trials are depicted in Figure 2A with
Oz as the best electrode in all participants and all frequen-
cies, which we consequently used in all further analyses.
Grand mean amplitude spectra show that SSVEP ampli-
tudes were present in all four RDK frequencies and were
greater when the respective RDKs were attended com-
pared to when they were not (see Figure 2B).

A three-way repeated-measures ANOVA on AMIs re-
vealed that attentional modulation was differently affected
by original and target features of the shifts as well as their
irection (Shift Origin: F(1, 27) = 10.372, p = .003, η2 =
0.02; Shift Destination: F(1, 27) = 7.205, p = .012,
η2 = 0.012; Shift Direction: F(1, 27) = 152.324, p < .001,
η2 = 0.443; Shift Origin × Shift Direction: F(1, 27) =
26.162, p < .001, η2 = 0.048; Shift Destination × Shift
Direction: F(1, 27) = 22.805, p < .001, η2 = 0.044).
Specifically, attention to color resulted in the greatest
modulationswhereas attention to orientation only showed
small modulations, and between-dimension shifts’ modu-
lations (C-O, O-C) were intermediate. Most strikingly,
Figure 3 shows that when the shift origin was color (C-C
and C-O conditions on the left), attentional modulation
was considerably greater and less variable than when

Figure 3. Attentional gain by AMIs. Bars depict normalized changes in
SSVEP amplitudes from preshift to postshift as calculated in Equation
(1). Dots depict individual participants. Because of how the AMIs are
calculated, facilitation is negative, so we flipped the y-axis for better
visualization. AMIs were significantly different from zero for all
conditions except for shifts from orientation toward another orientation
or color (upper blue O-O and purple bars O-C). Note that shifts
originating from color (left side: C-C and C-O) are considerably bigger
and less variable than shifts from orientation (right side).
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attention started at orientation (O-O and O-C on the right).
As for the shift direction, attentional gain was higher for shifts
away from features than for shifts toward them, all in linewith
our previous study (Müller et al., 2016). Unfortunately, atten-
tional gain for shifts from orientation toward another orien-
tation or color was so little that, again, it did not differ from
zero as a result of one-sample t tests (toward O-O: t(27) =
−1.134, p= .267; toward O-C: t(27) =−1.879, p= .071),
but all other conditions did (|ts(27)| > 3, ps ≤ .005).

Time–Frequency Analyses

Figure 4 depicts the time courses for SSVEP amplitudes
elicited by the four RDKs per condition, either shifting to-
ward (top panel) or away from the respective RDK (bottom
panel). Facilitation of the newly to-be-attended feature was
fastest for shifts from color to color (C-C) starting 160msec
after the shifting cue, closely followedbyO-Cwith 168msec
and then C-O with 309 msec. As for the AMIs, changes in
SSVEP amplitude for O-O shifts over time were not sub-
stantial enough to become significant, and thus, we were
not able to determine the time point at which SSVEP
amplitudes changed significantly relative to the precue
level. Conversely, inhibition/suppression of the then to-
be-ignored feature commenced much later. As depicted
in Figure 4 (lower panel), reduction of SSVEP amplitude

below zero in C-C shifts was fastest with 426 msec, followed
by O-C with 551 msec, and C-O with 582 msec. The signifi-
cant reduction in SSVEP amplitude forO-O shifts at 660msec
needs to be treated with extreme caution, given the shallow
slope of the entire time course. Nevertheless, it occurs that
similar to our previous studies, shifting of attention from
one feature to another is not a time invariant but again a
biphasic process, with fast facilitation of the newly to-be-
attended feature followed by inhibition/suppression of
the then to-be-ignored feature. Furthermore, although
the facilitation process did not exhibit a clear time differ-
ence between within compared to between dimensional
shifts, the inhibition/suppression process was clearly much
slower (by about 130msec) for between dimensional shifts
(note the limitation for O-O shifts).

DISCUSSION

In this study, we extended our precursor study (Müller et al.,
2016), investigating temporal dynamics of neural facilitation
after attentional selection shifts within or between different
feature dimensions using frequency-tagged stimuli that
elicit SSVEPs with cortical generators in early visual areas
of the human brain (Andersen & Müller, 2010; Di Russo
et al., 2007; Müller et al., 1998). With a full-factorial design,
here, wewere able to additionally measure the time course

Figure 4. Time courses of SSVEP amplitudes. Amplitudes were normalized according to Equation (2). Shaded areas show 95% confidence intervals of
consecutive t tests against zero. Bold lines indicate time points significantly different from zero (corrected for multiple comparisons with cluster
corrections using 10000 permutations) with shift onsets denoted in corresponding colors. Note that, in the lower panel, amplitudes were originally
above zero preshift and returned to zero postshift but were adjusted for better illustration and tests against zero (see Methods on Time–Frequency
Analyses for more details).
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of neural inhibition/suppression of the to-be-ignored feature
after the shifting cue. SSVEPs provided us with a unique
tool given the ongoing oscillatory nature of the response.
Furthermore, we intended to replicate our findings with
regard to facilitatory dynamics for the newly to-be-attended
feature. Our most important finding was a rapid facilitation
and a delayed inhibition/suppression after the shifting cue.
Thus, we replicated our previous study in which partici-
pants shifted attention to one of two colors in a red/blue
RDK resulting in an early facilitation of the to-be-attended
and delayed suppression (by about 130msec) of the to-be-
ignored color (Andersen et al., 2015). Rather than observing
a time-invariant process of facilitation and inhibition/
suppression as suggested by all of the attentional models,
the observed biphasic time course suggests early sensory
gain (facilitation) as proposed with conventional ERP
studies or intracranial recordings in monkeys (see, e.g.,
Maunsell & Treue, 2006; Treue & Martínez Trujillo, 1999;
Hillyard & Anllo-Vento, 1998; Hillyard et al., 1998) that is
followed by competitive suppressive interactions as sug-
gested by the “biased competition” account (Desimone
& Duncan, 1995). Interestingly, the timing of that biphasic
process depended on the featural quality of the shift.
Shifting the attentional focus from one feature dimension
to another (such as from color to orientation and vice
versa) resulted in a much longer latency of the inhibitory/
suppressive reduction in SSVEP amplitudes compared to
when attention was shifted from color to another color (red
to blue and vice versa). This difference in latency was in
between roughly 130 and 150 msec. We also replicated our
previous finding that facilitation of color-elicited SSVEP
amplitudes was much faster compared to orientation
regardless whether participants attended to color or orien-
tation before the shifting cue. Interestingly, this temporal
advantage also enumerated to roughly 140 msec.
Before we continue our discussion, we need to mention

two limitations of our study. Unfortunately, we also repli-
cated the null finding of attentional SSVEP amplitude time
course modulation with regard to attentional shifts from
orientation to orientation, although we changed the
design to horizontal and vertical bars that previously re-
sulted in significant amplitude effects (Andersen et al.,
2008, 2015). This is insomuch hard to explain because
we used the same frequencies as in the original study that
showed an additive effect of color and orientation
(Andersen et al., 2008). In our precursor study, we specu-
lated that thismight have been a consequence of receptive
field size, the gradient of proportion of orientation-
selective cells in V1 as a function of retinotopic eccentricity,
and projection of electrical sources to the scalp surface in
V1. We will not repeat the argumentation here and would
like to refer the reader to the discussion in our 2016 paper
(Müller et al., 2016). The only difference between the
original and this study is the distribution of frequencies
we used for our four RDKs. Whereas in the original study
vertical and horizontal orientations were represented with
a lower and a higher frequency (horizontal: 10 and 17.5 Hz;

vertical: 12.5 and 15 Hz), in this study, both vertical bars
were represented with the highest flicker frequencies (15
and 17.5 Hz). A well-known feature of SSVEPs is the reduc-
tion in absolute amplitude with increasing flicker frequency
despite possible contributions of differences in cortical
sources as in this study (see Figure 2). As a consequence,
attention effects are tiny as well. Given the big variance
between participants, our unfortunate assignment of 15
and 17.5 Hz to vertical bars might have resulted in that null
effect and was not compensated by greater amplitudes for
horizontal bars as in our first study that limited the interpre-
tation of within-dimension shifting to color-to-color shifts.
The 660-msec latency we found for inhibition/suppression
of a previously attended orientation needs to be treated
with extreme caution, given the shallow slope of the entire
SSVEP amplitude time course and was, thus, not further
considered in the interpretation of our data.

The second limitation is the fact that we were not able to
test the different latencies statistically that were obtained by
running t tests on the basis of averaged data. Just recently,
we published a paper in whichwe tested different latencies
of SSVEP amplitude amplification and alpha band
modulation by means of Jackknifing-based single-subject
estimates (Gundlach, Moratti, Forschack, & Müller, 2020). In
addition, just recently, Antonov et al. (Antonov, Chakravarthi,
& Andersen, 2020) used a resamplingmethod for the same
purpose and the same experimental question. We tried
both methods, but results were neither reliable nor trust-
worthy. The two other studies had a spatial attention
design with one frequency-tagged stimulus in the left/right
visual hemifield, respectively. Thus, both SSVEP responses
were clearly lateralized and separated compared to our
situation here having all RDKs centrally superimposed
upon each other. In addition, here, we needed to handle
four rather than two frequencies. As a result, single-subject
data are significantly more prone to noise compared to
these two other studies and the time point estimate of a
certain change in SSVEP amplitude (say 50% as in those
two studies) is almost impossible or arbitrary at its best.
Given these two limitations, we know that we need to
consider our present results here as exploratory, although
latency differences of about 130 msec and more are most
certainly biologically significant, and it seems therefore
implausible to us to argue with a time-invariant neural
mechanism.

In the Introduction, we contrasted two possible mecha-
nisms to explain different latencies of feature-based atten-
tional shifts: the DWA (Müller et al., 2003) and top–down
backward progression from higher (such as V4) to lower
areas (V1, V2) in the visual processing stream (Buffalo
et al., 2010). Contrary to the precursor study, here, we
had color shifts to both colors and replicated faster facili-
tation of SSVEP amplitudes for color shifts substantiating
our previous argumentation that those result were very
unlikely a consequence of just having shifts from red to
blue (see our discussion in Müller et al., 2016). Given the
results of both studies, color facilitation follows more the
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proposed top–down backward progression given that
shifts from color to orientation had a longer latency with
regard to SSVEP amplitude augmentation. On the other
hand, there is ample experimental evidence that color is
a special feature having processing precedence over other
features such as orientation and shape (Lee, Leonard, Luck,
&Geng, 2018; Biderman, Biderman, Zivony, & Lamy, 2017;
Geng, DiQuattro, &Helm, 2017;White, Lunau, & Carrasco,
2014; Krummenacher &Müller, 2012; Bartels & Zeki, 2006;
Viviani & Aymoz, 2001; Moutoussis & Zeki, 1997; Found &
Müller, 1996; Theeuwes, 1992). Given those findings, we
cannot entirely exclude that the special standing of color
in feature space supported rapid facilitation after atten-
tional shifts toward color. Given the special role of color
in feature space, future research should perhaps focus on
other feature dimensions, such as motion and orientation
for further understanding of neural dynamics in attentional
shifts in feature space.

Themost interesting result in this study, however, is that
the long delay of inhibition/suppression of the then to-be-
ignored feature rather follows the prediction of DWA with
longer latencies for SSVEP amplitude inhibition/suppression
for between- compared to within-feature dimensional shifts.
Clearly, DWA offers no predictions regarding inhibition/
suppression, but the observed neural temporal dynamics
might have consequences on behavioral responses that
would fit with behavioral DWA findings (see below).

It is striking that the respective latencies of the critical com-
parisons are very similar (facilitation of color at about 160–
168 msec, regardless of the origin, inhibition/suppression
between dimensional shifts for both dimensions at about
550–580 msec). Therefore, we are confident that we ob-
served a general timing mechanism of neural competition
in attentional selection shifts.

The observation of fast facilitation and slower inhibition/
suppression has accumulating evidence from our previous
studies. This biphasic process was first shown in a study
where two overlapping red/blue RDKs were presented
and after a neutral baseline a shifting cue indicated to what
color participants needed to shift their attention (Andersen
& Müller, 2010). The latency difference between facilita-
tion and inhibition/suppression was at about 130 msec.
Further support of such a biphasic process came from a
recent study from our laboratory (Brummerloh & Müller,
2019) in which participants were cued to one of two fea-
tures of a coherent object (rotating square that changes
color). When participants either attended to color or
rotation, again, we found fast facilitation of the SSVEP
amplitudes of the to-be-attended feature followed by
inhibition/suppression of the to-be-ignored one. In both
studies, we speculated on the interaction between two
well-known neural mechanisms of attentional prioritization.

While the fast enhancement of attended stimuli can be
explained by a sensory gainmechanism (Maunsell & Treue,
2006; Treue & Martínez Trujillo, 1999; Hillyard et al., 1998)
that boosts the signal strength of attended stimuli in early
visual areas, later suppression of unattended stimuli can

best be explained by an account that relies on competitive
(suppressive) interactions as for example suggested in
biased competition (Desimone & Duncan, 1995). Therein,
stimuli contained in the same receptive field inhibit one
another to gain neural representation and attention can
bias that inhibition toward a given stimulus. Our display
of four superimposed RDKs triggers strong competition.
Whereas the sensory gain mechanism is believed to occur
in lower visual areas, competitive interactions likely oper-
ate in higher visual areas (Maunsell & McAdams, 2001).
Our data are in line with the idea that facilitation of
attended stimuli in small receptive fields of lower visual
areas is propagated to higher visual areas, where large
receptive fields would lead to competition with and conse-
quential inhibition/suppression of the unattended stimuli.
As that information needs to travel back to lower visual
areas, we can observe the reported lag. Such a feedback
loop could also explain why the inhibition/suppression
of a previously attended color after the shift to another
color was about 130 msec faster compared to between-
dimensional inhibition/suppression.
The timewindow, in which the to-be-attended feature is

already enhanced but the previously attended feature is
not yet entirely inhibited/suppressed, would be very inter-
esting with regard to behavioral consequences. That is, is
fast facilitation potent enough to allow participants to cor-
rectly identify changes in the newly attended RDK, or is
inhibition/suppression the main player for correct responses
and the avoidance of false alarms (i.e., reactions to the
newly to-be-ignored stimulus)? Our original feature-based
shifting study (Andersen & Müller, 2010) would hint that it
is amixture of both processes.We tested the time course of
behavioral data and found a significant correlation with a
selectivity measure of SSVEP amplitude time courses, that
is, the time course of the to-be-attended minus the to-be-
ignored color. Thus, it looks as if it is the “neural distance”
between the two stimuli that is critical and, thus, similar
to what would be predicted by signal detection theory
(MacMillan, 2002). From that speculation, wewould expect
different time courses of behavioral data on the basis of the
SSVEP amplitude selectivity measure, when comparing the
respective conditions, what might lead to an answer for
seemingly different findings from DWA (mostly based on
behavioral data) and top–down feedback progression
(fromneurophysiological recordings). Given that our exper-
imental design was trimmed for EEG data analyses, we do
not have sufficient data to answer these questions but
they form an intriguing starting point for new experiments.

Conclusion

In this study, we used SSVEPs to investigate temporal neu-
ral dynamics of attentional selection shifts in feature space.
We found fast facilitation of SSVEP amplitudes after the
cue for shifts toward color, regardless of the origin (color
or orientation), what would be in line with the finding of
top–down backward progression from higher to lower
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visual areas. Rapid facilitation of the newly to-be-attended
feature was followed by slower inhibition/suppression of
the then to-be-ignored feature. Shifts between dimensions
had a longer latency for inhibition/suppression of SSVEP
amplitudes compared to shifts from one color to the other.
That pattern would be in line with DWA. Our results clearly
indicate that shifting attention in feature space is not time
invariant but exhibits a biphasic process of early sensory
gain amplification followed by competitive interactions as
proposed by biased competition. Future research should
focus on the behavioral consequences of these neural
temporal dynamics and might then be able to integrate
the two seemingly opposing models.
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