Focus information is used to interpret binocular images
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Focus information—blur and accommodation—is highly correlated with depth in natural viewing. We examined the use of focus information in solving the binocular correspondence problem and in interpreting monocular occlusions. We presented transparent scenes consisting of two planes. Observers judged the slant of the farther plane, which was seen through the nearer plane. To do this, they had to solve the correspondence problem. In one condition, the two planes were presented with sharp rendering on one image plane, as is done in conventional stereo displays. In another condition, the planes were presented on two image planes at different focal distances, simulating focus information in natural viewing. Depth discrimination performance improved significantly when focus information was correct, which shows that the visual system utilizes the information contained in depth-of-field blur in solving binocular correspondence. In a second experiment, we presented images in which one eye could see texture behind an occluder that the other eye could not see. When the occluder’s texture was sharp along with the occluded texture, binocular rivalry was prominent. When the occluded and occluding textures were presented with different blurs, rivalry was significantly reduced. This shows that blur aids the interpretation of scene layout near monocular occlusions.
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Introduction

To measure 3D scene layout from disparity, the visual system must correctly match points in the two retinal images, matching points that come from the same object in space and not points that come from different objects. This is the binocular correspondence problem. In solving binocular correspondence, the visual system favors matches of image regions with similar motion, color, size, and shape (Krol & van de Grind, 1980; van Ee & Anderson, 2001). Matching by similarity helps because image regions with similar properties are more likely to derive from the same object than image regions with dissimilar properties. The preference for matching similar regions is a byproduct of estimating disparity by correlating the two eyes’ images (Banks, Gepsstein, & Landy, 2004).

Focus information—blur and accommodation—also provides potentially useful information for binocular correspondence. The accommodative responses of the two eyes are yoked (Ball, 1952). If one eye is focused on an object, the other eye will generally be as well, and the two retinal images will be sharp. Likewise, if one eye is not focused on an object, the other eye will also generally not be focused on that object and the two retinal images will be blurred. Thus accommodation creates similarity in retinal blur and such similarity could distinguish otherwise similar objects and thereby simplify binocular matching.

In conventional stereo displays, the relationship between scene layout and focus information is greatly disrupted. Such displays have one image plane, so all the pixels have the same focal distance. If objects in the simulated scene are rendered sharply and the eye accommodates to the screen, all objects produce sharp retinal images; when the eye accommodates elsewhere, they produce equally blurred images. In those cases, blur and accommodation provide no useful information about the 3D layout of the simulated scene. If some objects are rendered as sharp and others as blurred, the differential blur in the retinal images provides useful 3D information, but changes in accommodation do not affect retinal blur as they would in natural viewing. Again the natural relationship between accommodation and blur is disrupted.

The discrepancy between real-world focus cues and those in conventional stereo displays becomes most apparent with scenes containing large depth discontinuities. In this paper, we analyze real and simulated stereoscopic imagery, and examine how differences in focus information affect perception. We begin with a theoretical analysis that outlines the potential usefulness of focus information for binocular viewing of objects in the natural environment. We then describe a novel apparatus that allows us to present nearly correct focus information and thereby minimize the disruption in the normal relationship between 3D scene layout, accommodation, and retinal-image blur. We then describe a psychophysical experiment in which focus...
information was manipulated; this manipulation allowed us to assess the use of defocus blur in binocular matching. Finally, we describe how blur could aid the interpretation of images in which monocular occlusion occurs.

**Is focus information a useful cue for binocular matching?**

The creation of blur and binocular disparity derives from the same viewing geometry (Held, Cooper, O’Brien, & Banks, 2010; Mather & Smith, 2000; Schechner & Kiryati, 2001). To show the fundamental similarity, we first consider blur. On the left side of Figure 1, a lens focuses an object at distance \( d_0 \) onto the image plane. Another object is closer to the lens at distance \( d_1 \) and its image is formed behind the image plane creating a blur circle of diameter \( b_1 \). Using the thin-lens equation and ray tracing, Held et al. (2010) showed that:

\[
b_1 = A \frac{s_0}{d_0} \left| 1 - \frac{d_0}{d_1} \right|.
\]

where \( A \) is the pupil diameter and \( s_0 \) is the posterior nodal distance (roughly the distance from the lens to the retina).

This equation does not incorporate all of the eye’s aberrations (i.e., diffraction, higher-order aberrations), but provides an accurate approximation of blur when the eye is defocused (Cheng et al., 2004). Rearranging, we obtain:

\[
b_1 = A s_0 \left| \frac{1}{d_0} - \frac{1}{d_1} \right|.
\]

Using the small-angle approximation, we can express the blur-circle diameter in radians:

\[
\beta_1 = 2 \tan^{-1} \left( \frac{b_1}{2s_0} \right) \approx \frac{b_1}{s_0} \approx A \left| \frac{1}{d_0} - \frac{1}{d_1} \right|.
\]

Thus, the angular size of the blur circle is directly proportional to the pupil diameter and the dioptric (the reciprocal of distance in meters) separation of the two object points (Equation 2). We will capitalize on the fact that blur is proportional to depth separation in diopters throughout the remainder of this paper.

Now consider the creation of disparity with the eyes separated by distance \( I \) and converged on the object at distance \( d_0 \). The object at distance \( d_1 \) creates images at positions \( \phi_L \) and \( \phi_R \) in the two eyes. Using the small-angle approximation, we obtain:

\[
\delta_1 = \phi_L - \phi_R = 2 \left[ \tan^{-1} \left( \frac{I}{2d_1} \right) - \tan^{-1} \left( \frac{I}{2d_0} \right) \right] \approx I \left( \frac{1}{d_0} - \frac{1}{d_1} \right).
\]

Combining Equations 3 and 4, we obtain:

\[
\beta_1 = \frac{A}{I} |\delta_1|.
\]

Thus, the magnitudes of blur and disparity are proportional to one another: specifically, the blur-circle diameter is \( A/I \) times the disparity. In humans, the inter-ocular separation \( I \) is roughly 12 times greater than the steady-state pupil diameter \( A \) (de Groot & Gebhard, 1952), so blur magnitude should be roughly 1/12th of the disparity magnitude. The correlation between blur and disparity suggests that focus information could be useful in correlating the two eyes’ images, an essential part of disparity estimation.

This relationship between blur and disparity generally holds because accommodation and convergence are coupled. The visual system normally accommodates and converges to the same distance (Fincham & Walton, 1957). Thus blur could be a useful signal for binocular processes, but only if it satisfies two requirements: 1) The same object should produce similar blur in the two retinal
images, and 2) different objects should produce dissimilar blur in the two images. We consider those requirements in the next two sections.

**Inter-ocular focal differences for one object**

Accommodation is yoked between the two eyes; objects that are equidistant from the eyes will yield the same blur in the retinal images (assuming that differences in refractive error between the eyes—anisometropia—have been corrected with spectacles or contact lenses). However, objects at eccentric viewing positions (i.e., not in the head’s sagittal plane) are closer to one eye than the other, so they yield inter-ocular focal differences (Figure 2A). We estimated the viewing situations in which those differences would be perceptible.

The distances from a point object to the eyes are given by:

\[
\begin{align*}
\text{d}_R &= \sqrt{\left(\frac{I}{2}\right)^2 + D^2 - DI \sin(\gamma)}; \\
\text{d}_L &= \sqrt{\left(\frac{I}{2}\right)^2 + D^2 + DI \sin(\gamma)},
\end{align*}
\]

(6)

where \(I\) is inter-ocular distance, \(D\) is distance from the cyclopean eye to the object point, and \(\gamma\) is the azimuth of the object (Figure 2A). It is useful to express the differences in distances to the two eyes in diopters (D) because blur is proportional to distance in diopters (Equation 3; Jacobs, Smith, & Chan, 1989). Thus, inter-ocular focal difference is the dioptric difference of the object to the two eyes:

\[
\Delta D = \left| \frac{1}{\text{d}_L} - \frac{1}{\text{d}_R} \right|.
\]

(7)

Figure 2B shows inter-ocular focal difference as a function of object position. The abscissa and ordinate represent respectively the horizontal and in-depth coordinates of the object relative to the cyclopean eye. Each contour indicates the locations in space that correspond to a given inter-ocular focal difference. We assume that the eyes’ depth of focus under most viewing situations is 0.33D (Campbell, 1957; Walsh & Charman, 1988), so any difference greater should be perceptible (shaded in blue). These regions are both eccentric and near. They are rarely fixated binocularly for two reasons. First, people usually make head movements to fixate objects that are more than 15° from straight ahead (Bahill, Adler, & Stark, 1975); that is, they do not typically make version eye movements greater than 15°. In Figure 2B, the typical version zone is represented by the dashed lines, and version movements outside this zone are shaded gray. Second, people have a tendency to step back from objects that are too close. A typical accommodative amplitude is 8D and thus we have shaded in red the region closer than this. Figure 2B shows that the region in which focal differences would be

![Figure 2. Inter-ocular differences in focal distance. A) Object viewed binocularly. An object is presented at distance \(D\) and azimuth \(\gamma\) from the eyes, which are separated by \(I\). The distances from the object to the two eyes are \(d_L\) and \(d_R\). B) Inter-ocular focal difference as a function of object position. The abscissa is object position parallel to the inter-ocular axis and the ordinate is object position perpendicular to that axis. Inter-ocular focal difference is the difference between the reciprocals of the distances to the two eyes in meters (Equation 7). The black contours depict the locations in space where the inter-ocular focal difference is constant. The blue region indicates the locations where the focal difference is greater than the eyes’ depth of focus and therefore the focal difference should be perceptible. The gray region shows the range of positions that an observer would typically make a head movement to fixate. The red zone marks the region where objects are closer than 8D, and an observer would typically step back to fixate. The dark blue zone is the region where fixation is possible and there is a perceptible inter-ocular focal difference.](jov.arvojournals.org)
perceptible and would correspond to azimuths and distances that people would normally fixate is vanishingly small. We conclude that single objects viewed naturally would almost never create perceptually distinguishable retinal blurs. By inference, perceptually distinct blurs are almost always created by different objects.

**Inter-ocular focal differences for different objects**

We next estimate the likelihood that two objects, A and B, will produce perceptually distinct retinal blurs (Figure 3A). Assuming that the eye is focused on A, the defocus for B is given by:

$$\Delta D = \left| \frac{1}{d_A} - \frac{1}{d_B} \right|.$$  \hspace{1cm} (8)

Thus, the focal difference depends on the distance to A and the separation between the objects. Figure 3B plots focal difference as a function of accommodative distance \(d_A\) and depth separation \(d_B - d_A\). The translucent plane represents the eye’s depth of focus of 0.33D, a reasonable value for a wide range of viewing conditions. Any focal differences above that plane should be perceptually distinguishable and any differences below the plane should not be distinguishable. There is a high probability of observing perceptually distinct focal differences when the target distance is short; in that case, even small depth separations create distinguishable focal differences. The figure also shows that the probability of observing distinct differences diminishes as target distance increases; when the target distance exceeds 3 m (0.33D), no physically realizable separation can create distinguishable focal differences.

The height of the threshold focal difference (the green translucent plane) depends on the quality of the eye’s optics, the pupil size, and the properties of the stimulus (Walsh & Charman, 1988). We assumed a value of 0.33D because that is representative of empirical measurements with young observers and photopic light levels (Campbell, 1957). Other values have been reported. For example, Atchison, Fisher, Pedersen, and Ridall (2005) observed a depth of focus of 0.28D with letter stimuli and large pupils. Walsh and Charman (1988) found that focal changes as small as 0.10D can be detected when the eye is slightly out of focus. Kotulak and Schor (1986) reported that the accommodative system responds to focal changes as small as 0.12D, even though such small changes are not perceptible. We have ignored these special cases for simplicity. If we had included them, the threshold plane would be slightly lower in some circumstances, but our main conclusions would not differ.

The figure shows that there is a wide variety of viewing situations—particularly near viewing—in which two objects will generate perceptually distinguishable blurs in the retina. An interesting target distance is 50 cm (dark

![Figure 3](image-url)
contour in Figure 3B), which corresponds to the typical viewing distance for a desktop display and to the display used in many experiments in vision science. When the eye is focused at 50 cm, another object would have to be only 10 cm farther to produce perceptibly different blur. In this case, the differences in blur would be potentially useful for interpreting the retinal images. This amount of blur could only occur with multiple objects because at 50 cm, there is no azimuth at which one object could produce the same difference in retinal blur.

In a conventional stereo display, such differences would be either not present or would not be properly correlated with accommodation.

Having established that blur can provide useful information for interpreting binocular images, we next describe psychophysical experiments that examined whether humans actually capitalize on this information.

**Experiment 1A: Binocular matching with and without appropriate blur**

We used stereo-transparent stimuli to investigate the visual system’s ability to solve the binocular matching problem with and without appropriate blur information. We used transparent stimuli because matching is particularly difficult with such stimuli (Akerstrom & Todd, 1988; Tsirlin, Allison, & Wilcox, 2008; van Ee & Anderson, 2001). When the surfaces have different colors, matching performance is significantly improved (Akerstrom & Todd, 1988). We wanted to know if blur, like color, can help the visual system distinguish the surfaces of a stereo-transparent stimulus.

**Methods**

**Apparatus**

We needed a means of presenting stimuli in which we could show geometrically equivalent stimuli with and without appropriate focus information. We achieved this by using a fixed-viewpoint, volumetric display (Akeley, Watt, Girshick, & Banks, 2004). The display presents nearly correct focus information by optically summing light from three image planes via mirrors and beam splitters. The planes have focal distances of 1.87, 2.54, and 3.21 D (Figure 4A). When the distance of the simulated object is equal to the distance of one of the image planes, the display produces correct focus signals by displaying the object on that plane. When the simulated distance is between image planes, the display approximates the focus signals by presenting a weighted blend of light from the two adjacent image planes. This technique is “depth-weighted blending” (Akeley et al., 2004). We...
present sharply rendered objects and the observer’s optics creates the appropriate retinal blur. Note that there is no need to know the observer’s accommodative state. Detailed descriptions and analyses of the display are provided by Akeley et al. (2004) and Hoffman, Girshick, Akeley, and Banks (2008). By using this display, we could present geometrically identical retinal images with or without correct focus cues.

**Observers**

We screened observers by first measuring their stereoa-cuity using the Titmus Stereo test. We then had them practice the task. Nine observers who did not have normal stereoa-cuity or could not consistently fuse the stimulus in the experiment were dismissed. Two experienced psycho-physical observers, BV (age 34) and KY (22) participated. Both were emmetropic and naïve to the experimental hypothesis.

**Stimulus**

The two planes in the stimulus were each textured with 10 white lines of various orientations on black backgrounds. The lines were 8.5 arcmin thick and their ends were not visible. The average orientation of the lines in one eye’s image was 0° (i.e., vertical), but we presented five orientation ranges (uniform distribution): 0, ±3, ±6, ±12, and ±24°. Previous research has shown that solving the correspondence problem is relatively easy when the range of orientations is large and is quite difficult when the range is small (den Ouden, van Ee, & de Haan, 2005; van Ee & Anderson, 2001). Figure 5 is a schematic of the stimulus configuration. The near stimulus plane was fronto-parallel and the farther plane was slanted about a vertical axis (tilt = 0°). Both planes were 14° wide and 8.8° tall.

The stimulus manipulation of primary interest was the appropriateness of focus information. On half the trials, both stimulus planes were rendered sharply and displayed on the mid image plane at 39.4 cm (Figure 6A); thus, blur in the retinal images was the same for both planes despite the difference in the disparity-specified depth. If the observer accommodated to the image plane at 39.4 cm, both planes were sharply focused in the retinal images. On the other half of the trials, the stimulus planes were presented on multiple image planes so the blur in the retinal images was consistent with the disparity-specified depth (Equation 5; Figure 6B). On those trials, the near stimulus plane was presented on the near image plane at 31.1 cm and the far stimulus plane was presented mostly on the mid image plane at 39.4 cm. Because the far stimulus plane was generally slanted with respect to fronto-parallel, that plane was actually rendered and displayed with depth-weighted blending of light intensities for the near, mid, and far image planes (Akeley et al., 2004). If the observer accommodated to the mid image plane, the far stimulus plane would be sharply focused in the retinal images, and the near plane would be appropriately blurred. The blur of the front plane corresponded to a focal difference of 0.66D. The blur would of course also depend on the observer’s pupil size. The space-average luminance was 5.5 cd/m², which should yield an average pupil diameter of 4.2 mm (de Groot & Gebhard, 1952).

Some example stimuli are shown in Figure 7. Cross fuse to see in depth. A and B have orientation variation, while C and D do not. The lines in A and C are rendered sharply while in B and D the lines in the near plane are rendered blurred. Most people find it easier to perceive the front and back planes when blur is appropriate and when the orientation range of the lines is large.

**Procedure**

Stimuli were presented for 1500 msec in a 2-alternative, forced-choice procedure. Observers indicated after each stimulus presentation whether the back plane was pos-
itively or negatively slanted (right side back or left side back, respectively). A 2-down/1-up staircase adjusted the magnitude of the slant to find the value associated with 71% correct. Step size decreased from 4 to 2 to 1 after each staircase reversal and remained at 1 until the staircase was terminated after the ninth reversal.

All five orientation ranges and both focal conditions were presented in an experimental session. Thus, there were 10 interleaved staircases in a block of trials. The block was repeated eight times so there were approximately 180 stimulus presentations for each stimulus condition. We plotted the data for each condition as a psychometric function and fit the data with a cumulative Gaussian using a maximum-likelihood criterion (Wichmann & Hill, 2001a, 2001b). The mean of the best-fitting Gaussian was an estimate of the 75% correct point, which we define as discrimination threshold.

The task of determining whether the rear stimulus plane had positive or negative slant would be greatly complicated by false matches between non-corresponding line elements. Erroinessly fused lines would not have the slant or depth of either of the stimulus planes, and would make the slant discrimination task challenging. One can think of such false matches as adding noise to the discrimination task. Changing the slant of the stimulus plane does not change the difficulty of the correspondence problem, but it does make the signal stronger and thereby improves the signal-to-noise ratio in the task.

Results

Figure 8 plots discrimination threshold for each stimulus condition. The just-discriminable change in slant is plotted as a function of line-orientation range. The black circles represent data from the incorrect focus cues condition in which both stimulus planes were presented on the mid image plane. Discrimination thresholds were large when the range of line orientations was smaller than 6° and improved when the range was greater than 6°. The green triangles represent the correct focus cues data in which the front stimulus plane was presented on the near image plane and the back stimulus plane was presented on the mid image plane. In this condition, observers could discriminate slant equally well for all orientation ranges.

Figure 6. Focus information for the experimental stimuli. The dark line segments represent the disparity-specified planes. The gray lines represent the image planes. The blue and red dots represent the focal stimuli. A) Incorrect focus information. Both stimulus planes are presented on the mid image plane. When the eyes are accommodated to that plane, the retinal images of both stimulus planes are sharp. B) Correct focus information. The near and far stimulus planes are displayed on the near and mid image planes, respectively. The small dark lines at the bottom indicate the locations of the images of the stimulus planes.

Figure 7. Example stimuli. Cross fuse to see in depth. A) Line orientation range is 24° and all lines are sharp. B) Orientation range is 24°; lines on the front plane are blurred and those on the back plane are sharp. C) Orientation range is 0° and all lines are sharp. D) Orientation range is 0°; lines on the front plane are blurred and those on the back plane are sharp. Most people find it easier to perceive the front and back planes when the front plane is blurred.
We subjected the data to statistical test and found no significant independent effects of orientation range or focus cues; however, the range × focus interaction approached significance (ANOVA ($F = 3.77$, $df = 4$) $p = 0.055$, one-tailed).

The results of Experiment 1A are consistent with the use of focus information in solving the correspondence problem, but there is a possible alternative explanation. In the correct-focus-information condition, the back stimulus plane was displayed on three image planes with depth-weighted blending and hence it had a blur gradient proportional to its slant. In other words, there was a large difference in the focal distances of the near and far stimulus planes, and a small blur gradient on the far stimulus plane. In the incorrect-focus-information condition, both of the stimulus planes were presented on the same image plane, which eliminated both the small blur gradient and the large focal difference between the stimulus planes. Thus, the blur gradient could have provided slant information when focus cues were correct but not when those cues were incorrect, and observers could have used that monocular information to make responses without solving the binocular matching problem. We explored this possibility in Experiment 1B.

**Methods**

**Subjects**

Three observers participated: BV (age 34), DMH (25), and MST (22). BV and MST were naïve to the experimental hypothesis. DMH is the first author. MST is a 2D myope and was corrected with contact lenses. Five observers were excluded because they could not fuse the stimulus planes.

**Apparatus**

The apparatus was the same as in Experiment 1A.

**Stimulus**

The stimulus was the same as in Experiment 1A with the following exceptions. The fronto-parallel near stimulus plane was presented on the mid image plane at 39.4 cm and the slanted back stimulus plane was presented on the far image plane at 53.6 cm. At the distance of the far image plane, the back stimulus plane was at the edge of the workspace. Thus the farther half of the stimulus plane was presented on the far image plane only. The increase in the distance to the far plane coupled with placing it at the edge of the workspace yielded a three-fold decrease in the blur gradient associated with a given slant. If the blur gradient had provided useful information in Experiment 1A, this

**Experiment 1B**

The slant-discrimination thresholds in Experiment 1A were as large as 8°. At that slant, the dioptic difference between the near and far edges of the plane were ~0.1D, which is probably sub-threshold (Campbell, 1957). But just to make sure, we reduced the informativeness of the blur gradient in Experiment 1B by decreasing its magnitude to even smaller values.
information would not be available in Experiment 1B, and thresholds would be the same in both focal conditions. The stimulus planes were slightly narrower with a width of 11°, and were textured with slightly thinner 7-arcmin lines. The ranges of line orientations were 0, ±2, ±4, ±8 and ±16°.

Stimulus duration was 1 sec for observers BV and DMH and 1.5 sec for observer MST. The fixation target was presented at the back stimulus plane.

**Procedure**

The procedure was identical to the one in Experiment 1A.

**Results**

The results are shown in Figure 9. Thresholds were again lower in the correct-focus condition than in the incorrect-focus condition when the orientation range was less than 6°. The interaction effect for focal condition and orientation range was significant (ANOVA ($F = 5.269, df = 4$) $p < 0.025$, one tailed). Thresholds were also not systematically higher in Experiment 1B than in 1A, which supports the conclusion that the blur gradient was not a useful cue to slant.

The results of Experiments 1A and 1B therefore provide strong evidence that the visual system can utilize focus information in solving the binocular correspondence problem.

**Experiment 2**

**Background**

When an opaque surface occludes a more distant surface, one eye can usually see more of the background surface than the other eye can. This is a monocular occlusion, and the region that is visible to only one eye is the monocular zone. Such occlusions are commonplace in natural viewing.

![Figure 9](jov.arvojournals.org) Results from Experiment 1B. The individual panels plot data from the three observers. The abscissas represent the half-range for line orientation (uniform distribution). The ordinates represent the slant discrimination thresholds. The black circles are the data from the incorrect-focus-cues condition and the green triangles are the data from the correct-focus-cues condition. Error bars are 95% confidence intervals.
In Figure 10A, the observer is looking at a background surface behind an occluder. The eyes are converged on the background, so part of it (the monocular zone) is imaged on the fovea of the left eye, while part of the occluder is imaged on the fovea of the right eye. The eyes are both accommodated to the background, so the retinal image is sharp on the left fovea, and the occluder’s image is blurred on the right fovea. In Figure 10B, the same situation is illustrated on a conventional stereo display. Again the eyes are converged at the simulated distance of the background, but they are focused at the surface of the display because the light comes from there. The insets again represent the retinal images for this viewing situation. The retinal images of the background and occluder are well focused.

When different images are presented to the foveae, the viewer typically experiences binocular rivalry: alternating dominance and suppression of the two images. A well-focused image is more likely to dominate a defocused image than a well-focused image (Fahle, 1982; Mueller & Blake, 1989). Furthermore, blurred stimuli with large disparities are easier to fuse because of the expansion of Panum’s fusional area at low spatial frequencies (Schor, Wood, & Ogawa, 1984). We hypothesize, therefore, that rivalry is more prevalent with stereo displays than natural viewing.

Figure 11 demonstrates our hypothesis. In Figure 11A, the background is sharp and the occluder is blurred. Notice that it is relatively easy to read the text on the background. In Figure 11B, the background and occluder are both sharp. Notice that it is now more difficult to read the background text. Thus the background region near a foreground object might appear more stable under conditions with correct focus cues than with incorrect focus cues. Figure 11A demonstrates the effect of pictorial blur on rivalry, but the effect of defocus blur is similar, and can be demonstrated with the cutouts in Figure 11C. Experiment 2 tested if pictorial blur can help the background region to appear more stable.

**Stimuli**

In this experiment, we evaluated the influence of blur (i.e., we did not evaluate the influence of accommodation), and thus we presented the stimuli in a standard mirror.
stereoscope. The stimuli were stereograms depicting a background and occluder (Figure 12). The background had a random texture and the circular occluder had an oriented random texture. The left side of the occluder blocks more of the background for the right eye than for the left eye: a crescent of background texture is therefore visible to the left, but not the right eye. The texture was oriented in the crescent region of the background and the orientation was perpendicular to the orientation of the texture in the occluder. The background was always rendered sharply. The occluder had four levels of defocus generated by using the Photoshop lens-blur function. The defocus levels corresponded to ratios of pupil diameter divided by interocular separation of 0 (pinhole; Figure 12A), 1/13 (12B), 1/7 (12C), and 1/3.5 (12D). The edge blur was consistent with the texture blur. The order of presentation of the different types of stimuli was randomized. The stimuli had a space-average luminance of 46 cd/m². At this luminance, the average steady-state pupil diameter is 3.5 mm (de Groot & Gebhard, 1952). For real-world stimuli, this would correspond most closely with stereogram B.

**Observers**

Six observers participated. Their ages ranged from 22 to 34 years. All but DMH, the first author, were naïve to the experimental hypothesis. JOS and EAC wore their normal optical corrections during the experiment.

**Protocol**

Observers were instructed to fixate the crescent region of the stereogram: the part of the background just to the left of the occluder. While viewing a stimulus for 3 min, they indicated the perceived orientation of the texture in the crescent region by holding down the appropriate button. When the left-eye’s image was dominant, the perceived orientation was up and to the left; when the right-eye’s
image was dominant, perceived orientation was up and to the right.

**Results**

We computed the percentage of time the background texture was dominant over the occluder texture. Those percentages are plotted in Figure 13 for each of the stimulus types. Each observer is represented by a different color. The black points and lines represent the averages. In the unblurred condition in which the background and occluder were well-focused (Figure 12A), the background was dominant roughly 50% of the time. Adding blur to the occluder significantly increased the dominance of the background (repeated-measures ANOVA ($F = 11.2$, $df = 3$), $p < 0.001$). Recall that the most realistic blur was presented in stereogram B. The difference in dominance between stereograms A and B was significant (paired t test: $p < 0.05$). The results clearly show that the addition of blur affects binocular rivalry in the presence of monocular occlusion. This is consistent with our hypothesis that rivalry near occlusion boundaries is more noticeable in stereo displays than in natural viewing.

**Discussion**

Focus information can have a striking influence on binocular percepts (Buckley & Frisby, 1993; Frisby, Buckley, & Duke, 1996; Hoffman et al., 2008; Watt, Akeley, Ernst, & Banks, 2005). We showed that blur could in principle provide a useful cue for guiding appropriate matches when solving the correspondence problem. The results of Experiment 1 showed that human observers do in fact use such information in solving binocular correspondence. We also pointed out that appropriate focus information might minimize the occurrence of binocular rivalry near occluding contours. The results of Experiment 2 demonstrated that this occurs: rivalry is less prominent when focus information is appropriate as opposed to inappropriate. In the remainder of the discussion, we consider other perceptual phenomena that are affected by focus information.

**Blur and stereoacuity**

Stereoacuity is markedly lower when the half images are blurred. Westheimer and McKee (1980) found that with increasing defocus, stereo thresholds degraded faster than visual acuity. For 3.0 D of defocus, stereothresholds rose by a factor of 10, whereas visual acuity thresholds rose by a factor of 2. Thus, to achieve optimal stereoacuity, both eyes must be well focused on the stimulus. Surprisingly, if the eyes are both initially defocused relative to the stimulus, but one eye’s image is then improved, stereoacuity worsens. In other words, having one blurred and one sharp image is more detrimental to stereoacuity than having two blurred images. This phenomenon is known as the *stereo blur paradox* (Goodwin & Romano, 1985; Westheimer & McKee, 1980). Stereo thresholds are
also adversely affected when the contrasts in the two eyes differ. This effect is called the stereo contrast paradox (Cormack, Stevenson, & Landers, 1997; Halpern & Blake, 1988; Legge & Gu, 1989; Schor & Heckmann, 1989; Smallman & McKee, 1995). The blur and contrast paradoxes both manifest the importance of image similarity in binocular matching. Our analysis of retinal-image blur in natural viewing suggests that for a single object, perceptually discriminable image blur between the two eyes rarely occurs (Figure 2). Thus, the blur paradox is unlikely to occur in natural viewing.

Estimating depth from blur with monocular occlusions

With monocular occlusions, like the situation in Figure 10, disparity cannot be measured because one eye cannot see the object. As a consequence, the object’s distance cannot be estimated from disparity (Anderson & Nakayama, 1994; Belhumeur & Mumford, 1992). Here we consider the possibility that one can estimate the distance from blur when monocular occlusion occurs.

We assume that the observer is converged and focused on the edge of the occluder at distance $d_0$. A small object at distance $d_1$ is visible to the left eye only. The object is myopically focused creating a blurred image at the retina. (Figure 14) The relationship between the dioptric
difference in distance and blur magnitude is the same as
the hyperopic situation in Figure 1 (except that the sign of
defocus is opposite). From Equation 3, the object at \( d_1 \)
creates a blur circle of diameter \( \beta_1 \) in radians. We can then
solve for \( d_1 \):

\[
d_1 = d_0 \frac{A}{A - \beta_1 d_0}.
\] (9)

The observer can estimate \( d_0 \) from vergence and vertical
disparity (Backus, Banks, van Ee, & Crowell, 1999; Gårding, Porrill, Mayhew, & Frisby, 1995). The pupil
diameter \( A \) is presumably unknown to the observer, but
steady-state diameter does not vary significantly. For
luminances of 5–2500 cd/m², a range that encompasses
typical indoor and outdoor scenes, steady-state diameter
varies by only ±1.5 mm within an individual (de Groot &
Gebhard, 1952). Thus it is reasonable to assume that the
mean of \( A \) is 3 mm with a standard deviation of 0.6 mm.
The blur-circle diameter \( \beta_1 \) also has to be estimated,
which requires an assumption about the spatial-frequency
distribution of the stimulus (Pentland, 1987). The estima-
tion of blur-circle diameter will also be subject to error
(Mather & Smith, 2002). We can then treat the estimates of
\( d_0, A, \) and \( \beta_1 \) as probability distributions and find the
distribution of \( d_1 \). In principle then, one can estimate the
distance of a partially occluded object from its blur. Can
this be done in practice?

Figure 15 demonstrates that blur can indeed affect
perceived distance in the monocular occlusion situation.
The three stereograms in panel A depict a textured surface
that is partially occluding a more distant small object. The
blur of the small object increases from the top to bottom
row. Most viewers perceive the object as more distant in
the middle row than in the top row and more distant in the
bottom than in the middle row. Thus blur can aid the
estimation of distance in a situation where disparity
cannot provide an estimate.

Panel B depicts the same 3D layout but the small object
is farther to the left such that it is visible to both eyes. In
this case, the effect of blur on perceived distance is
reduced, presumably because disparity now specifies
object distance.

The natural relationship between blur and depth

In natural viewing, the blur-circle diameter expressed in
angular units is determined only by the pupil diameter \( A, \)
the distance to which the eye is focused, \( d_0, \) and the
distance of the object generating the blur circle, \( d_1. \) The
pupil diameter is relatively constant in typical viewing
situations, so there must be a commonly experienced
relationship between blur, focal distance, and the 3D
layout of the scene. We can recreate this relationship in a
picture provided that the viewer focuses on the distance of
the picture surface. Do changes in this relationship affect
perceived 3D layout? Figure 16 shows that they do. The
figure contains three stereo pictures of the same 3D scene.
They were rendered with different ratios of aperture
divided by inter-ocular distance \( A/I. \) Specifically, the
upper, middle, and bottom rows were rendered with ratios
\( A/I \) of 0, 1/12, and 1/4, respectively. For an inter-ocular
distance of 6 cm, these correspond to aperture diameters
of: 0, 5, and 15 mm. As we said earlier, the steady-state
pupil diameter for a typical viewing situation is 3 mm
(±0.6 mm). To most viewers, the second row looks more
realistic than the other two provided that one maintains
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focus on the red dot. The upper row appears somewhat flattened and artificial. The lower row appears miniaturized because it is an example of the tilt-shift miniaturization effect (Held et al., 2010). This demonstration shows that obeying the natural relationship between blur and depth yields the most realistic percept. This implies that the human visual system has incorporated the depth information in blur and uses it to interpret 3D imagery.

The fact that the blur pattern affects depth perception does not necessarily mean that one should always render images with a camera aperture the size of the viewer’s pupil. Consider, for example, using medical images for diagnosis. With stereo images of chest X-rays, the doctor will undoubtedly prefer having the entire volume in sharp focus so that he/she can detect anomalies wherever they occur. Alternatively, in some medical applications, such as using an endoscope, the camera separation may be very different from a person’s inter-ocular separation. Scaling the aperture diameter appropriately may be impractical in this situation due to diffraction effects, and light-gathering limitations. In this situation, the reduced depth of focus may help the doctor to view a surface that is partially occluded or obscured by a semitransparent membrane.

Conclusions

The work presented here demonstrates that retinal-image blur influences the interpretation of binocular images. Some of the mechanisms involved are low-level:
the binocular-matching process and the processes underlying image suppression in binocular rivalry. Other mechanisms seem to be more complex, such as how disparity in combination with the appropriate magnitude of blur makes stereoscopic images appear more natural.
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