Disparity statistics in natural scenes

Yang Liu
Department of Electrical and Computer Engineering, The University of Texas at Austin, Austin, TX, USA

Alan C. Bovik
Department of Electrical and Computer Engineering, The University of Texas at Austin, Austin, TX, USA

Lawrence K. Cormack
Department of Psychology, The University of Texas at Austin, Austin, TX, USA

Binocular disparity is the input to stereopsis, which is a very strong depth cue in humans. However, the distribution of binocular disparities in natural environments has not been quantitatively measured. In this study, we converted distances from accurate range maps of forest scenes and indoor scenes into the disparities that an observer would encounter, given an eye model and fixation distances (which we measured for the forest environment, and simulated for the indoor environment). We found that the distributions of natural disparities in these two kinds of scenes are centered at zero, have high peaks, and span about 5 deg, which closely matches the macaque MT cells’ disparity tuning range. These ranges are fully within the operational range of human stereopsis determined psychophysically. Suprathreshold disparities (>10 arcsec) are common rather than exceptional. There is a prevailing notion that stereopsis only operates within a few meters, but our finding suggests that we should rethink the role of stereopsis at far viewing distances because of the abundance of suprathreshold disparities.
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Introduction

Stereopsis is the ability to see depth using retinal disparities, which are the differences in relative image position of scene points on the two retinas. It is widely thought (Palmer, 1999) that stereopsis does not operate beyond a few meters because the retinal disparity produced by a given depth interval decreases dramatically with distance. Further, binocular disparity is a relative cue and must be scaled by absolute distance information. The most obvious sources of this information, convergence and accommodation, cease to be effective beyond a few meters, so it is not surprising that stereopsis is assumed to behave similarly. Nobody, however, has measured the disparities actually occurring outdoors and examined their relationship to the visual system. It is easy to show that suprathreshold disparities can indeed occur at far viewing distances (e.g., von Helmholtz, 1962; Tyler, 1991), but if they are abundant or even in the majority rather than being a curious exception, then we should perhaps rethink the role of stereopsis in both ordinary vision and in primate evolution.

To determine disparities in the natural world, we must have two pieces of information: the real distance from each direction where the incoming light strikes the retina and the point of binocular fixation. For the former, laser range scanning technology suits this task well. Several researchers collected range maps in the real world (Huang, Lee, & Mumford, 2000; Potetz & Lee, 2003; Yang & Purves, 2003a). Yang and Purves (2003b) placed their laser scanner at a height of 1.65 m, which is a typical eye height of a male adult. We computed disparity distributions in natural scenes using available range maps from Yang and Purves (2003b) and distributions of binocular fixation points that we either measured empirically or simulated. In this paper, we concentrated our analysis on the horizontal plane at eye height because the vast majority of our observers’ fixations were near this plane.

Range map data

We formatted the range data into a right hand world coordinate system with metric unit, where the x axis goes from left to right, the y axis goes from down to up, and the z axis points toward the viewer. In each range map, the origin of the coordinate system is the location of the laser scanner.

To calculate exact disparities, we must first have an optical model of the human eye. We approximated the human eye as a perfect sphere with its center at its nodal point (Le Grand, 1980). With an interpupillary distance of...
The horopter, its two projections are on the corresponding retinal

Otherwise it is positive (uncrossed). When the observer is fixating on a point \( F \), the vergence angle is \( \alpha \). Another point \( P \) has two projections on two retinae. The angle between the left visual axis \( FO_l \) and the left projection line \( PO_l \) is \( \beta_l \), and the angle between the right visual axis \( FO_r \) and the right projection line \( PO_r \) is \( \beta_r \). We define the binocular disparity to be \( d = \beta_r - \beta_l \) Theoretically, if the point \( P \) is inside the ideal horopter defined by the current fixation \( F \), the disparity of \( P \) is negative (crossed). Otherwise it is positive (uncrossed). When \( P \) is exactly located on the horopter, its two projections are on the corresponding retinal points, which yield 0 disparity.

0.065 m, we assume that the nodal points of the two identical eye balls are located at \((-0.0325, 0, 0)\) and \((0.0325, 0, 0)\), and the observer is looking at the negative direction of the \( z \) axis.

Instead of computing the 3D projection on the retinal sphere, we only consider the projection in a particular 2D situation, which is the horizontal great circle of the retinal sphere. All the scene points on the XZ plane are projected on the horizontal great circle with different horizontal disparities but zero vertical disparities. A scene point’s horizontal disparity can be accurately calculated when we know the coordinates of the current fixation and its own position.

Figure 1 is a top view of the XZ plane when the two eyes are fixating on a point \( F(0, 0, z_f) \). We define the fixation distance to be the distance between the fixation point \( F \) and \( O_c \), which is also the midpoint between the two eyes. To simplify the computation, we assume the two eyes have a midsagittal fixation, which means \( x_f = 0 \) and \( y_f = 0 \). By doing so, we can use the fixation distance \( z_f \) to represent a fixation. The disparity of point \( P \) can be specified by:

\[
d = \beta_r - \beta_l = \alpha - \varphi 
\]

where

\[
\alpha = 2 \tan(-0.0325/z_f), \quad (2)
\]

\[
\varphi = \tan\left(\frac{-x_p - 0.0325}{z_p}\right) - \tan\left(\frac{-x_p + 0.0325}{z_p}\right). \quad (3)
\]

Each range map is a geometrical description of the world by a laser scanner centered at \( O_c \). If we think of the laser scanner as the cyclopean eye, then its retina is hit by laser beams at all directions with the same angular sampling step size. Of course, this geometrical description of the world may not be the same when the laser scanner is located at the left eye’s position \( O_l \), or the right eye’s position \( O_r \). But since the interpupillary distance is much smaller than the distances in the range maps, it is reasonable to assume that the range maps are valid for two eyes at \( O_l \) and \( O_r \).

From Equation 1 we can see that the disparity is decided by \( z_f \), \( x_p \), \( y_p \), and \( z_p \). The range map gives \( x_p \), \( y_p \), and \( z_p \). We must decide the position of the fixation point \( F(0, 0, z_f) \) beforehand to calculate the disparity. In order to simulate the human fixation in the forest scenes, we conducted the following experiment to collect human fixation distances in an environment similar to the one in which the range data were collected.

Empirical fixation distance distribution

Three observers, one female and two male, with normal or corrected to normal vision, were asked to walk in a wooded park near the campus of the University of Texas at Austin. (Pilot observations showed that some people look at the ground a great deal of the time. Our three observers did not. Obviously, the effects of the ground plane are very interesting and relevant to stereopsis and binocular vision, but in this paper we wanted to concentrate on disparities at large viewing distances along the horizontal meridian.)

Two experimenters followed the observer. The first experimenter, who did not look at the observer while walking, timed random intervals between 2 and 30 seconds. At the end of each random interval, “time” was called and the observer reported the current locus of fixation (The observers found it to be easy after a few trials). The line-of-sight distance to the indicated region was then measured using a laser rangefinder for distances larger than 15 meters. A measuring wheel was used for distances smaller than 15 meters. We collected 100 fixation distances for each observer for a
total of 300 binocular fixation samples. We selected 255 out of the 300 fixation distances by omitting all distances smaller than 2 m, which served to eliminate the rare occasions when the observers were looking at the ground at their feet. We denote the 255 fixation distances as \( d_1, d_2, \ldots d_{255} \). These fixation distances range from 2.7 m to 123.8 m.

Figure 2 shows the distribution of fixation distances we obtained (top right), along with the distribution of distances present in the range data (top left). Both distributions are roughly log-normal, which can be seen as a linear relationship when the quantiles of the log of the data are plotted against equal quantiles from the standard normal distribution (middle). Similarly, when the quantiles of the range data are plotted against equal quantiles of the fixation data, the trend is roughly linear indicating that the two distributions are very similar in shape. This indicates that, effectively, observers are selecting fixation distances in accord with their prevalence in the environment. If this is true, then such an observer could be easily modeled for the purposes of computing disparity distributions, a point to which we will return below.

Figure 2. The human fixation distance (A) are roughly log normal distributed and matched well with the scene distances (B) at eye level. See text for details. The insets in the upper row show the scene distances converted to angular units that, for some readers, may facilitate comparisons with the subsequent figures.
The computation of natural binocular disparity

Previous studies show humans generally fixate on relevant objects during daily visual tasks, such as making a sandwich (Hayhoe, Shrivastava, Mruczek, & Pelz, 2003) and making tea (Land, Mennie, & Rusted, 1999). Similarly, our observers always reported fixating on a specific object, generally on or near the horizontal plane. We used the following method to combine our human fixation distances with the range maps.

For each fixation distance $d_i$, we went through the 23 forest range maps to find a matched distance $d$ on the horizontal plane, with a criterion of the error $(d_i - d) / d < 5\%$. This matching process gave us (hopefully) a good intuitive association between the range maps and our fixation data, the idea being “Given that observers generally fixate on objects, and given that this observer was fixating at a distance $d$, where could he or she have been plausibly looking in the range data?” After we found the matched distance $d$, we placed a virtual observer with the midpoint between two eyes located at the origin $O_c$ and directly facing the direction of the matched distance $d$.

Figure 3 shows this process schematically for fixations 1, 2, and 255. The top row shows each fixation along with the 631 scene points within a horizontal 90-deg angle centered on fixation (the horizontal resolution of the range maps is about 0.143 deg). The next row shows the disparities computed for each of these points, and the third row shows the histograms of these disparities for each fixation point (column). Finally, the data were combined across fixations to yield the overall disparity distribution shown at the bottom.

This distribution of disparities is shown in greater detail in Figure 4A. This plot represents our best estimate of the distribution of angular disparities available to an observer looking straight ahead in a natural outdoor wooded environment. The peak is very near zero, but the span is over 4.5 deg. The maximum of disparity is 1.24 deg, which corresponds to the nearest fixation at about 2.66 m and a farthest scene point at about 160 m; the minimum is −3.30 deg, which corresponds to the farthest fixation at
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Figure 3. This flowchart shows the process of disparity computation. We find a scene distance matching every human fixation distance and chose its ±45-deg neighborhood to compute disparities. Each 90-deg neighborhood contributes 631 disparities to the overall histogram. The total histogram contains $255 \times 631 = 160905$ disparities.
about 124 m and a nearest scene point at about 1.2 m. The mean is roughly zero deg (4.07 arcmin), and the standard deviation is about 0.37 deg (22.2 arcmin). The kurtosis is 5.57, which is much larger than that of the Gaussian (kurtosis = 0), indicating that there are too many disparities near zero to be consistent with a Gaussian disparity distribution. Indeed, it is apparent that the Gaussian red curve is not a satisfactory fit by eye. We also fitted the Laplace distribution, whose probability density function is $f(x | \mu, b) = \exp \left( -\frac{|x - \mu|}{b} \right) / 2b$, to the disparity data using the MLE (maximum likelihood estimation) method. The fit is clearly better. Moreover, a plot of log-density vs. disparity is shown in Figure 4B, and the roughly linear flanks are consistent with the Laplace distribution (though the kurtosis Laplace distribution is 3, which is still substantially lower than our obtained value of close to 6). Crucially, however, 98% of the distribution comprises disparity values greater than ±10 arcsec (a large but not unreasonable stereothreshold).

As mentioned above, the distributions of environmental distance and fixation distance are strikingly similar, which is what would be obtained if, for our purposes, observers were selecting a random visual direction, and fixating the nearest object along that direction (in other words, this is the simplest behavior that would lead to a match between the range and fixation distributions shown in Figure 2). To test this, we recomputed the distribution of disparities from the range maps using a simulated observer instead of our empirical distribution of fixation distances. This simulated observer first selected a random (uniform) azimuth for head orientation over ±120 deg (i.e., half the 330-deg field of view of the rangefinder minus the ±45-deg field over which we compute disparities) and then selected the coordinate corresponding to the nearest object in that direction (i.e., the range returned by the rangefinder in that direction) as the fixation point. We did this a total of 255 times (selecting a random range map each time) to yield the same number of disparity estimates as above (255 × 631). The resulting disparity distribution is shown in Figure 5 and is qualitatively very similar to that in Figure 4. The dark blue line in Figure 5 shows the best fitting Laplace distribution for these disparities, while the dashed blue line shows the best fitting Laplace for the disparities estimated using the human fixation data (i.e., re-plotted from Figure 4A). The inset shows the quantile–quantile (Q–Q) plot of the two estimated disparity distributions. The striking agreement (the linearity of the Q–Q plot) indicates that, for the present purposes at least, we can use a model that selects the nearest point along a random visual direction as a fixation point to generate a reasonable approximation of human fixation distances. Obviously, this is not what human observers do, but it produces the same distribution of fixation distances over the long run.

A main point of this study is that the distribution of disparities in large-scale (outdoor) environments is largely suprathreshold, and therefore a potential stimulus to
stereopsis. It might be argued that the suprathreshold disparities arise largely from very distant objects when fixation is very near, or from very near objects when fixation is at infinity. In Figure 6, we separate the histogram into two sub-histograms, which correspond to fixation distances larger than the median fixation distance of 15 m (red) and those smaller than 15 m (blue). For far fixations, there is a very high peak of near zero disparities corresponding to continuous local far neighborhood around the fixations and also a considerably long tail of crossed disparities from nearer scene points. For nearer fixations, the peak around zero is much lower. This is because the relative disparity between two points of same distance interval is larger when the absolute distances of the two points are closer to an observer. Because of the piecewise continuous structure of natural scenes, a point in the 90-deg scene matched with a nearer fixation distance is more likely to reside in a nearer local neighborhood containing the fixation point, and vice versa with farther fixation distances. After these scene distances have been converted to disparities, the disparities in the nearer scenes differ from those in the farther scenes significantly as Figure 6 shows. But we should stress that the difference between the red and blue plots in Figure 6 is ultimately caused by different fixation distances. It is the upper (>15 m) and lower (<15 m) fixation distances that partition the matched scenes into two different groups and yield the different disparity distributions in Figure 6.

Figure 6. The shape of disparity distribution changes with fixation distance.

Figure 7. (A) The mean of disparity distributions at different eccentricities from forest scenes (circles) and indoor scenes (squares). (B) The standard deviations of two disparity distributions at different eccentricity. (C) The 95% ranges of two disparity distributions at different eccentricities.
We also examined the relationship between sampled disparities and horizontal eccentricity. Figures 7A and 7B show the mean (circles and red line) and standard deviation (circles and red line) of the disparity distribution as a function of horizontal eccentricities (using 5-deg eccentricity bins). Figure 7C (circles and red line) shows the 95% range of the distribution (disparities between the 97.5% percentile and 2.5% percentile) against eccentricities. The monotonic increase of the mean and standard deviation is prominent. Figure 8A shows the pdfs of the disparities at $T_{13}$, $T_{9}$, $T_{5}$, and $T_{1}$ deg. It is obvious to see the distributions are all unimodal, roughly peaked near zero, and become broader as the eccentricity increases. The increase of standard deviation and span of the disparity distribution is easy to understand since the world is piecewise continuous. With eccentricity growing, peripheral scene points are less likely to be located on the same object or surface as the fixation point, which results in a larger range of disparity values. Another interesting observation is that the mean disparity also seems to increase with eccentricity, which indicates that the peripheral points tend to have positive (far) disparities. Does this also indicate that peripheral locations are generally farther away than straight-ahead fixations in terms of absolute distance? It is unclear how this could be the case in the current study given that, even if there were some systematic orientation bias in the original range data, it is difficult to imagine how this could propagate to the disparity data given the randomness inherent in our simulations. Nevertheless, we verified the stationarity of the range data (as a whole) with respect to orientation by computing the range distributions (and the means and standard deviations) at many orientations in the original data and, indeed, the mean range, the standard deviation, and (as far as we could tell) the shape of the range distribution were independent of orientation. The only thing remaining that could have produced the orientation dependence was the nature of the disparity calculation, specifically, the VM circle. Referring to Figure 1, assume that the fixation $F$ is such that the mean disparity along $OC_F$ is zero. Given the independence of the range data, this condition will hold (at least approximately) for any other fixation point on the iso-distance circle. Thus, if fixation were to remain at $F$, then the mean disparity at any eccentricity will be shifted by the disparity between the VM circle and the iso-distance circle at that eccentricity. This disparity shift is plotted as the red dashed line in Figure 7A. The agreement is good given the standard deviations associated with the data, and the remaining discrepancy is probably due to the particular sample of ranges we acquired. Note also that the subjective horopter measured by psychophysical methods is a little different from the VM circle (Howard & Rogers, 1995) and is generally between the VM circle and the frontal parallel plane located at the fixation point. Thus, the effective dependence of mean disparity on eccentricity should be less in practice than estimated here.

**Discussion**

**Relationship between different environments and natural disparity distribution**

While environments such as room and car interiors probably had a minimal impact on primate evolution, they undoubtedly provide a large amount of input to both the mature and developing human binocular system. Fortunately, Yang and Purves (2003b) also collected range data from 27 indoor scenes at Duke University. The scanner setting was the same as in the scanning of the forest scenes. These indoor range maps represent descriptions of the distances of a 330 × 80 field of view from the perspective of a person with an eye-height of 1.65 m in typical indoor scenes like classrooms, halls, corridors, etc. In order to get a rough approximation of the disparity distribution of indoor scenes, we took advantage of the observation (above) that a simple algorithm that selects the nearest point along a random direction as the fixation point produces a very human-like distribution of fixation distances. Again, we are certainly not claiming that this is what people actually do; we only note that, over many
fixations, this algorithm matches the distribution of actual egocentric distances in the outdoor environment, as does the distribution of human fixation distances shown above. For the present, then, we will assume that the same is true for indoor environments.

In order to compare with the results we obtained from the forest range maps, we used the identical procedure on the indoor range maps (255 fixations and 90-deg binocular visual field) and derived 255 disparities from the 27 indoor environments. The resulting distribution is shown in the left panel of Figure 9, and it is qualitatively very similar to both of the estimated outdoor distributions shown above. The distribution spans 5.18 deg. The mean is 0.13 deg, the standard deviation is 0.50, and the kurtosis is 4.07. Roughly 97.3% disparities are beyond a disparity threshold of 10 arcsec. Compared with the forest disparity distribution, we found that the spanned range in indoor scenes is slightly larger. It also contains more far disparities than the forest scenes. Since we have not actually measured human fixation distances in indoor scenes, this comparison is tenuous. But still, the two distributions are alike: they both are non-Gaussian and have high peaks and heavy tails.

As above, we also partitioned the histogram into two sub-histograms according to the fixation distances. The blue one is the histogram when fixation distances are less than 5 m, and the red one is the histogram when fixation distances are larger than 5 m. Five meters is the median of all the 255 “fixation” distances with uniformly distributed orientations from the indoor scenes. Clearly, the results are very similar to those from the outdoor data.

Figure 7 (the blue line with squares) shows the eccentricity analysis for the indoor data. The VM circle calculation fits the indoor data quite well as well (the dashed blue line). As expected, both the standard deviation and range of the indoor data are a bit larger than the outdoor data. Figure 8B shows the distributions plotted separately at eccentricities of ±13, ±9, ±5, and ±1 deg.

Relationship between neurophysiological findings and the natural disparity distribution

The neurophysiological mechanisms of disparity processing in different cortical areas of cats and primates has been under extensive study for the past 40 years (Barlow, Blakemore, & Pettigrew, 1967; Bishop & Pettigrew, 1986; Cumming, 2002; DeAngelis, Ohzawa, & Freeman, 1991, 1995; Ohzawa, DeAngelis, & Freeman, 1990; Ohzawa & Freeman, 1986; Parker & Cumming, 2001; Poggio & Fischer, 1977; Poggio, Gonzalez, & Krause, 1988; Prince, Cumming, & Parker, 2002; Prince, Pointon, Cumming, & Parker, 2002; Tsao, Conway, & Livingstone, 2003). The binocular simple cells are the first stage of disparity processing in the brain. The receptive field of a simple cell can be modeled as a Gabor function, which is a sinusoid multiplied by a Gaussian envelope. Strong evidence suggest that positional shifts between the two Gaussian envelopes, and phase shifts between the two sinusoids of the left and right Gabor functions (receptive fields) of a simple cell are the entities responsible for disparity coding (for a review, see Cumming & DeAngelis, 2001). A quadrature pair of the simple cells composes the inputs to a complex cell, which is widely accepted to be a robust disparity detector.

Poggio and Fischer (1977) classified 119 binocular sensitive neurons at the A17 (foveal striate) and A18 (prestriate) cortex of monkeys into 4 categories: tuned excitatory (TE), tuned inhibitory (TI), near (NE) and FA (Far). The TE cells are activated, and TI cells are inhibited by stimuli close to fixation (disparities within ±0.1 deg). NE cells are activated by stimuli nearer than fixation and suppressed by farther stimuli, while the FA cells have the opposite behavior, when the stimuli’s disparities are beyond ±0.1 deg.

Among 119 neurons, 66 are TE cells and 14 are TI cells. Thus, the total number of neurons sensitive to near zero disparity is 80, which composes 67% (80/119) of all
Figure 10. The percentage of binocularly tuned V1 Neurons from Poggio and Fisher (1977), Prince, Cumming, et al. (2002), the percentage of natural disparities within ±1-deg eccentricity from the forest scenes and from the indoor scenes. NE represents the neurons tuned to near disparities smaller than −0.1 deg. TE and TI represent neurons tuned to disparities within ±0.1 deg. FA represent far disparities larger than 0.1 deg. The yellow bars and red bars show the proportions of the disparities in our disparity distributions that can excite the NE, TE and TI, and FA cells, respectively.

The general agreement between the natural disparity distribution and the physiological data of V1 are very interesting. As Figures 4 and 9 show, 97.5% of the disparities in forest scenes and 93% of the disparities in indoor scenes are within ±1 deg. This means that most of the natural disparities are within the encoding range of the V1 cells. Figure 10 shows that more than half of natural disparities within ±5 deg eccentricity are between ±0.1 deg, which is consistent with the V1 cells. The forest scenes contain a slightly greater number of near disparities than far disparities. However, the indoor scenes contain almost same number of far disparities and near disparities. Of course, as our previous results show, the distribution of disparities has a dependency on fixation distances. Near fixation distances produces more far (uncrossed, positive) disparities, and far fixation distances produces more near (crossed, negative) disparities. It seems that the disparities in the forest and indoor scenes are roughly symmetric, not the same as V1, which has more far tuned neurons than near tuned neurons. However, it is debatable to conclude that more V1 neurons are tuned to far than to near given only two studies (Poggio & Fisher, 1977; Prince, Cumming, et al., 2002), and it is also debatable that the 23 forest scenes and 27 indoor scenes are the most relevant environments in V1 evolution. Perhaps those elements of the environment that are within reach of the primate arm contribute more to the development of V1 tuning, but we do not know what the disparity distribution in small distances looks like without available range maps.

It is known that the size of receptive fields increases with retinal eccentricity, and the spatial frequency of receptive fields decreases with retinal eccentricity (Wilson & Sherman, 1976). In the well-accepted binocular energy model proposed by Ohzawa and Freeman (1986), a complex cell receives inputs from a quadrature pair of simple cells. The complex cell’s disparity tuning curve is decided by the size and spatial frequency of the simple cells (Ohzawa & Freeman, 1986; Qian & Zhu, 1997; Zhu & Qian, 1996). Peripheral neurons with larger receptive fields and lower spatial frequencies can encode disparities at a wider range, but with coarser resolution. As is shown by a recent report on V1 (see Figure 11 in Prince, Cumming, et al., 2002), the disparity tuning curves do become continuously coarser and wider as the eccentricity grows.

Another study on binocular receptive fields and eccentricity (Joshua & Bishop, 1970) on anesthetized cats showed that the standard deviation of receptive field disparity, which is a term similar to the preferred disparity of the neuron, also increases with eccentricity. Table 1 lists the standard deviation of the receptive field disparity from Joshua and Bishop (1970), and the standard deviation of the natural disparity distribution in the forest scenes and the indoor scenes in different eccentricity groups. The qualitative agreement among the two columns is obvious. Again, this clearly shows that the property of disparity sensitivity in V1 may match the distribution of natural disparities.

Recent physiological findings suggest that V1 is not directly responsible for high level depth perception (Cumming & Parker, 2000). DeAngelis and Uka (2003)
They found that MT neurons are more significantly tuned to horizontal disparities than V1 cells and have a broader range of disparity tuning. Unlike the ±1 deg limit of the V1 cells reported by Poggio and Fischer (1977) and Prince, Cumming, et al. (2002), the range of MT’s disparity tuning covers about 6 deg centered at 0. The disparity tuning range of MT, shown in Figure 11A, is more closely matched with natural disparity distributions, which also spans 4–5 deg, although it would appear that MT oversamples large disparities relative to their prevalence in our distributions. This is also shown by the Q–Q plots in Figures 11C and 11D; there is excellent agreement over a roughly 2-deg central range, but the MT data show heavier tails. An interesting property of the MT disparity tuning is the preference of negative (near) disparities. Although the majority of the MT cells are still tuned to smaller disparities near zero, there are noticeably more (61%) neurons tuned to negative (near) disparities than positive (far) disparities, which is just the reverse of the V1 cells, and is also different from the roughly symmetric natural disparity distribution. Figure 11B shows the proportions the disparities in the forest scenes and indoor scenes respectively, compared with the MT

![Figure 11](joj.arvojournals.org)

Table 1: Changes in horizontal receptive field disparities with horizontal retinal eccentricities, adapted from Joshua and Bishop (1970).

<table>
<thead>
<tr>
<th>Eccentricity</th>
<th>Standard deviation of spread of receptive field disparities</th>
<th>Standard deviation of the natural binocular disparities in the 23 forest scenes</th>
<th>Standard deviation of the natural binocular disparities in the 27 indoor scenes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–4 deg</td>
<td>0.50 deg (90 cells)</td>
<td>0.23 deg</td>
<td>0.29 deg</td>
</tr>
<tr>
<td>4–8 deg</td>
<td>0.76 deg (74 cells)</td>
<td>0.26 deg</td>
<td>0.32 deg</td>
</tr>
<tr>
<td>8–12 deg</td>
<td>0.79 deg (39 cells)</td>
<td>0.35 deg</td>
<td>0.40 deg</td>
</tr>
<tr>
<td>12–16 deg</td>
<td>0.90 deg (10 cells)</td>
<td>0.41 deg</td>
<td>0.46 deg</td>
</tr>
</tbody>
</table>

Figure 11. (A) The distribution of the preferred disparities of 471 MT neurons. (B) The disparity percentage of the MT neurons, the forest scenes, and the indoor scenes. We used the same ±0.1-deg criterion here as in Figure 10. You may notice that the shape of natural disparity bar plot is different from that of Figure 10. It is because that we chose the disparities within a 30-deg eccentricity to match the MT neurons’ eccentricity range instead of the 5-deg eccentricity range of V1. (C) The Q–Q plot of the disparity distribution in the 23 forest range maps against the preferred disparities of 471 MT neurons. (D) The Q–Q plot of the disparity distribution in the 27 indoor range maps against the preferred disparities of 471 MT neurons.
neurons, based on the same ±0.1-deg criteria but within a 30-deg eccentricity to match the MT neurons’ eccentricity range. The MT’s deviation from the natural disparity range and the V1 neurons is obvious.

What causes the deviation of MT’s disparity tuning from V1’s? We assume that V1 is specialized for disparity encoding instead of depth perception. If V1 is simply an encoder, then its job should be loyally conveying the disparity information to higher cortical areas for further disparity processing. Thus, the disparity tuning of V1 cells should exactly reflect the disparity distribution in the natural environment, nothing more, nothing less. However, not every disparity is equally important to the well-being of the creature. From an ecological and evolutionary point of view, a nearer object is more important to the creature, since it means either a reachable fruit or an approaching danger. It is imaginable that higher cortical areas such as MT weight the input from V1 differently according to their importance.

**Relationship between psychophysical findings and the natural disparity distribution**

The operational range of stereopsis is determined by two limits:

1. depth discrimination threshold (stereoacuity) and
2. upper disparity limit. Various methods have been used to measure the two limits.

The obtained results are different, given different experiment designs. But it is commonly believed that the depth discrimination is the best at the foveal center and with zero disparity and decreases with growing eccentricity and pedestal disparity. The upper disparity limit increases with eccentricity and stimulus size.

Ogle (1952) studied the limit of stereopsis by moving one rod in depth away from the fixation. There are three stereo perception levels:

1. strong depth perception in the Panum’s fusional area (±5 arcmin at the fovea), where objects are fused,
2. strong depth perception with diplopia, and
3. vague depth perception with diplopia.

He called the first two *patent stereopsis*, and the third *qualitative stereopsis*.

Ogle found the range of *patent stereopsis* extends to about ±10 arcmin at the fovea. There is a clear disparity–depth relationship in this area, which makes fine depth judgment possible. Beyond the ±10 arcmin limit, the performance of judging the stimulus to be nearer or further than the fixation is still above chance, but the fine disparity–depth relationship is lost. The range of *qualitative stereopsis* at fovea is about ±15 arcmin. There is no reliable depth perception beyond the *qualitative stereopsis* range. At the periphery, the range of reliable depth perception is much larger. For example, *patent stereopsis* extends to about 70 arcmin and *qualitative stereopsis* about 2 deg at a 6-deg eccentricity.

Westheimer and Tanzman (1956) found that the limit of convergent (uncrossed) disparity is about 6 deg and divergent (uncrossed) disparity about 10 deg. Blakemore (1970) studied the range of stereopsis using a small fixation point and briefly exposed, vertical slit-shaped targets at different eccentricities and pedestal disparities. He found that the upper limit for reliable qualitative localization of a slit as nearer or further than the fixation is 4–7 deg of absolute disparity in a convergent direction and 9–12 deg in a divergent direction near the fovea. Even larger absolute disparities can be recognized as the eccentricity of the slits increases. Landers and Cormack (1997) also found that reliable disparity discrimination is well beyond 1 deg.

The width of the disparity distribution in the 23 forest scenes is about 4.5 deg, which is covered by the range found by Blakemore (1970). Apparently, the distribution of disparities depends on the distance distributions in the environments. Blakemore’s experiments had a view distance of only 43.7 cm, which is significantly smaller than the distances in a forest. This could be one reason that the disparity limit he measured is larger than the range of the disparity distribution.

Blakemore (1970) studied the disparity discrimination thresholds at different eccentricities and different pedestal disparities. He found that the best stereoacuity is achieved at the zero eccentricity and at the fixation. There is a loss of stereoacuity as the eccentricity grows, where the disparities are more likely to be large. Our findings show that binocular disparities in the natural world have a larger standard deviation as the eccentricity grows.

Tyler (1973) measured the sensitivity function for the disparity modulation and found that the stereoacuity peaked at a disparity modulation frequency about 1 cpd. For lower disparity modulation frequency, both the lower and higher disparity limits were elevated. Prince and Rogers (1998) measured the sensitivity function for disparity modulation at different eccentricities. They found that the sensitivity decreased with eccentricity, but interestingly, the peak sensitivity to disparity modulation always happened at the same frequency at all eccentricities, with cortical magnification factor taken into account.

In a very recent study, Hibbard (2007) also modeled the statistics of disparity in a similar way as we did, but he used a collage sphere model (spheres randomly distributed at different spatial locations) instead of actual range data to calculate the disparity distribution. He also found the disparity–eccentricity dependency and the Laplace-like shape of the disparity distribution, which are very similar to our results. Our results thus indicate that Hibbard’s model produces an accurate statistical description of disparity information for at least two common environments.
Conclusion

By computing disparities from actual range data, we found that the distribution of binocular disparities in forest scenes and indoor scenes from Yang and Purves’s (2003b) range map database is highly peaked at 0 deg and spans several degrees. The range of the disparity distribution is fully covered by the range of macaque MT cells’ (DeAngelis & Uka, 2003) disparity tuning. The proportion of the distribution is qualitatively consistent with the proportion of the disparity tuned V1 neurons (Figure 10). We are fully aware that our distribution is not the canonical measurement of the disparities across all tasks and environments. But it does seem to be a robust estimate of the disparities that an observer is likely to encounter in both large scale (outdoor) and small scale (indoor) environments when gaze is roughly horizontal.

Simoncelli and Olshausen (2001) pointed out that the evolution and development of a biological visual system is driven by three fundamental factors: (1) the tasks that the visual system must perform, (2) the computational capabilities and limitations of the neurons, and (3) the living environment of the organism. In this paper, we tried to correlate the disparity distribution in the natural environments with other research areas in stereopsis in an attempt to integrate these points. Examples of this integrated perspective are biologically compatible stereopsis models (Read, Parker, & Cumming, 2002; Tsai & Victor, 2003). These models tried to solve depth perception with current computational models (DeAngelis et al., 1991; Ohzawa et al., 1990; Qian & Zhu, 1997) of binocular neurons. Read et al. (2002) assumed a non-Gaussian, zero-favoring distribution of the disparity as a Bayesian prior. Our disparity distribution supports her assumption quite well and can also serve as a more accurate prior probability in a Bayesian framework of stereo correspondence.

Finally, we point out that the most up-to-date laser scanning technology offers co-registered distance and luminance maps (Potetz & Lee, 2003). It is even more interesting to look at the joint distribution of luminance features and disparity features in the natural world if this technology is combined with a fixation selection scheme, which will greatly enhance our understanding of the stereo correspondence and disparity processing.
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