Adaptation and prolonged inhibition as a main cause of motion-induced blindness
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Motion-induced blindness (MIB) is one of the most enigmatic perceptual disappearance phenomena. Here we suggest that MIB may be caused by the combined effects of two distinct adaptation processes: one shared with two other non-MIB configurations and entailing a response-gain reduction, and a second, MIB-specific transient-to-sustained incremental inhibition causing a contrast-gain reduction. Response-gain reduction is evidenced by brightness-tracking experiment where the 1-minute brightness time course of an MIB target is compared to the time courses of the same target superimposed on a static mask (SM) and on no mask at all (absent mask; AM). MIB and SM yield about the same brightness time courses with a faster initial drop and reaching a lower plateau than AM. While the frequency of phenomenal suppressions and their duration are very much reduced under SM and AM conditions, they increase as for MIB within the first 5–15 s of inspection and level off thereafter. Contrast-gain reduction over time is evidenced in a detection experiment showing that MIB target thresholds are higher and increase more steeply with inspection time than AM or SM thresholds. The interplay between these noisy adaptation and prolonged inhibition processes may well account for MIB’s specificity.
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Introduction

Motion-induced blindness (MIB) refers to the spontaneous disappearance and reappearance of highly salient, localized stimuli when superimposed on a global moving pattern (Bonneh, Cooperman, & Sagi, 2001). Several mechanisms underlying the perceptual suppression during MIB have been proposed such as attentional competition (Bonneh et al., 2001), interhemispheric competition (Funk & Pettigrew, 2003), filling-in (Hsu, Yeh, & Kramer, 2004, 2006), and/or surface completion (Graf, Adams, & Lages, 2002). Such processes endow MIB with some functional relevance inasmuch as they facilitate object selection and completion, may suppress orienting to scotomas (New & Scholl, 2008), and possibly enhance visibility (like in binocular rivalry; Arnold, Grove, & Wallis, 2007). In many such respects but also from a quantitative point of view (Carter & Pettigrew, 2003), MIB and binocular rivalry seem to be related phenomena.

Quite obviously and in contrast with the high-order processes above, a most intuitive account of MIB was to relate it, on the one hand, to the Troxler (1804) effect (known to have a retinal adaptation substratum; Clarke & Belcher, 1962; Krauskopf, 1963) and, on the other hand, to the masking of the MIB target by the moving background. Both processes were however discarded from the very beginning by Bonneh et al. (2001) on a number of grounds. Early sensory adaptation was rejected because it does not fit these authors’ observations that (slowly) moving targets (preventing retinal adaptation) still disappear and that perceptual grouping of MIB targets modulate the MIB effect (see also Mitroff & Scholl, 2005). While such observations do indeed discard the exclusive implication of retinal adaptation in MIB, they clearly do not exclude it under those (most numerous) MIB stimulating conditions where the MIB target is static. They definitely do not leave out the contribution of striate and/or extrastriate adaptation processes to MIB. In fact, following Ling and Carrasco’s (2006) demonstration that sustained attention depletes sensitivity via an adaptation process, Carter, Luedeman, Mitroff, and Nakayama (2008) proposed that such attention-related adaptation may well be a critical MIB cause, a claim empirically supported by Schölvinck and Rees (2009). Local masking (a reputedly, low-level effect; e.g., Hermens, Luksys, Gerstner, Herzog, & Ernst, 2008) by the moving MIB background was thrust away because targets surrounded by a “protection zone” (where targets and mask do not overlap) persist disappearing (Bonneh et al., 2001). This argument is also debatable as lateral interactions do occur well beyond the classical receptive field (Allman, Miezin, & McGuinness, 1985) and as MIB eventually disappears for sufficiently large “protection zones.” As, by construction, the MIB phenomenon requires the presence of a temporally modulated (not necessarily moving; e.g., Kawabe & Miura, 2007) back-
ground, it is most likely that such background exerts an inhibitory effect on the stationary (or slowly moving) MIB target (e.g., Breitmeyer, 1984; Breitmeyer & Ganz, 1976; Gorea & Fiorentini, 1982). If so, such prolonged inhibition may accumulate over time and contribute to the adaptation process (Dealy & Tolhurst, 1974).

The modulation of early visual areas during MIB has been discarded based on the observation that orientation-selective adaptation (Montaser-Koushari, Moradi, Zandyakili, & Esteki, 2004) and negative afterimages (Hofstoetter, Koch, & Kiper, 2004) are preserved even for suppressed targets. The logic underlying this conclusion is that, had the known early processing of orientation (i.e., by V1 units) been the substrate of MIB, such suppressed units should not have been prone to adaptation. That suppressed units do not adapt remains however an unsupported premise, particularly so if adaptation itself is one cause of MIB. It remains that this type of argument has been used in many other binocular rivalry or crowding studies (e.g., Blake & Fox, 1974; He, Cavanagh, & Intriligator, 1996; Maruya, Watanabe, & Watanabe, 2008) including those that favor the early-stage substrate of such phenomena (Blake, Tadin, Sobel, Raisian, & Chong, 2006).

At the same time, several lines of evidence suggest that early retinotopic areas do participate in MIB. For example, pre-adaptation to an MIB target (actually a potentially related “flash suppression” paradigm; Wilke, Logothetis, & Leopold, 2003) or to its edges (Hsu et al., 2006) facilitates its subsequent MIB (or flash) suppression. It has also been suggested that MIB could result, at least partially, from a contrast-gain reduction due to sensory inhibition (Caetta, Gorea, & Bonneh, 2007). Evidence of such suppressive interaction occurring at early visual areas also comes from the observation that MIB is more effective when target and mask are on the same side of fixation (Libedinsky, Savage, & Livingstone, 2009) as this points to an interaction occurring before the optical chiasma. Libedinsky et al. (2009) also found that although unitary V1 recordings do not mimic the disappearance/reappearance MIB rate, they do show a target-related response reduction in the presence of a moving mask.

In conclusion, like for binocular rivalry (Blake & Logothetis, 2002), or any other visual instability phenomenon, the physiological substratum of MIB cannot be exclusively attributed to “low” or “high” processing stages. The present study does not bear, however, on the site of MIB’s neural substrate but rather on whether or not it could be accounted for in terms of the interplay between two basic neural processes, namely, neural adaptation and prolonged inhibition. Adaptation and prolonged inhibition, wherever they occur, are known to cause brightness (Troxler-like; e.g., Knau & Spillman, 1997), perceived contrast (e.g., Ross & Speed, 1996), and sensitivity drops (Blakemore & Campbell, 1969; Sekuler & Ganz, 1963) as well as a variety of aftereffects (of tilt, size, motion, etc.; e.g., Barlow & Hill, 1963; Blakemore & Sutton, 1969; Gibson & Radner, 1937). Is it possible that, after all, these processes be also the main cause of MIB? In the affirmative, MIB would be just their by-product rather than the consequence of some higher-level functional processes such as filling-in or surface completion.

The present study investigates the adaptation time course of an MIB target (as evidenced by its brightness and detection threshold) and compares it with the adaptation time course of this same target when superimposed on a static (rather than moving) background as well as on no background at all. Adaptation time course was assessed in two experiments, one where target’s brightness was monitored over time (Experiment 1) and another where this target’s detection threshold was measured following different target exposure times (Experiment 2). A shorter adaptation time constant and/or a lower brightness adaptation plateau and/or a larger sensitivity depletion under the MIB configuration would point to the fact that this process, wherever its site, could be the main substrate of MIB’s specificity. More specifically, if the brightness and threshold functions of inspection time happen to abut against each other, it is to be expected that random variations in the system’s adaptation state will make these two functions to crisscross causing the transient invisibility of the target. This might be the case for the MIB but not for the static or absent background configurations.

It should be noted that such account of MIB also applies to the Troxler effect. The standard “Troxler” target is spatially low-pass (has blurred edges) so that microeye movements are less critical in entailing local temporal transients (Cui, Wilke, Logothetis, Leopold, & Liang, 2009; Martinez-Conde, Macknik, Troncoso, & Dyar, 2006; also see Hsieh & Tse, 2009). Given this low spatial frequency content and its sustained temporal presentation, a “Troxler” target should yield much higher detection thresholds than a sharp-edged, small target (Robson, 1966) as typically used in MIB and as presently experimented with in the absence of any background. It follows that an adaptation process (wherever its site) would entail a brightness drop steadily below the high detection threshold of the “Troxler” target but not below the lower detection threshold of a sharp edged, tiny stimulus.

**Methods**

**General**

Stimuli were presented on a 19-in. gamma corrected screen (Philips Brilliance 109P, 1024 × 768 pixels, 100 Hz refresh rate) and generated by a PC running Matlab software with the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997). They were presented on a uniform gray field ($L_0 = 10 \text{ cd/m}^2$). Subjects viewed the display binocularly from a distance of 50 cm in a dark room, with the head stabilized by a chin rest with a forehead bar.
Experiment 1: Time course of brightness perception

The aim of this experiment was to assess (1) mean rate (R; mean number of suppressions per 10-s time bins) and duration (D; mean duration per 10-s time bins) of a suppressive state as a function of the inspection time of a static target when presented alone and when superimposed on a static or moving background; (2) brightness time course for these same three stimulus configurations. The latter was achieved via an adjustment procedure where the observer monitored in real time the brightness of a probe stimulus so as to match the brightness of the target stimulus. The probe was slowly moving on a circular trajectory around fixation so as to prevent its own adaptation. A preliminary experiment was conducted to make sure that this was really the case. We first fiddled with the probe’s angular speed to spot a velocity that was fast enough to prevent local adaptation and slow enough to not impede observers’ brightness adjustment task. Once this speed was chosen (0.09° s⁻¹), probe’s brightness constancy over time was assessed with an adaptive procedure (see Appendix A).

Method

Observers

They were four volunteers (different from those used in the preliminary experiment; age range = 26–31 years) naive to the purpose of this study and the first author. They had normal or corrected-to-normal vision.

Stimuli

They were the same as in the preliminary experiment except for the following. This time the target was static, set 140 cd/m², and always presented in the left hemifield. It was displayed either without (absent mask, AM, condition) or with a static (SM condition) or moving (MIB condition) 9.5° × 9.5° “mask” composed of 64 (8 × 8) white crosses (20 cd/m², 1° × 1°). The mask was centered at 9° from the fixation cross along the horizontal meridian of the left hemifield. In the MIB condition, the mask rotated clockwise about its center at 0.28 turns/s. The probe was always presented in the right hemifield and drifted to and fro at 0.09° s⁻¹ along 1/4th of a 7° radius virtual circle centered on fixation (Figure 1). Its initial motion direction was downward or upward depending on its starting location—respectively in the upper or lower right-hand quadrant of the virtual circle—randomly chosen across trials. Test, mask (if present), and probe were presented for a 1-minute period.

Procedure

While they maintained fixation on the central cross, observers were asked to adjust the luminance of the probe by sliding the mouse forward or backward so that probe and target appeared of equal brightness. In cases of perceptual invisibility/suppression, they had to press the left mouse button for as long as the target remained invisible. The probe was physically removed during these periods and, on key release, reappeared at the position where it had been removed. One session consisted in 12 one-minute trials (AM, SM, and MIB conditions repeated four times each). Sessions were repeated eight times for each observer yielding a total of 32 repeats per condition and observer (with the exception of one observer who could be run through 12 repeats per condition only). The order of the three conditions was randomized across sessions and observers. Inter-trials breaks of at least 30 s were imposed to recover from adaptation.

Results

Target suppression rates (R) and duration (D) for the three background conditions

As expected, the MIB (i.e., rotating background) condition entailed significantly more target suppression states (16.95% of total duration, with an average of 10.36 suppression events per minute with 1.05 ± 0.17 s mean suppression duration) than either the SM (1.41%, 1.41, 0.63 ± 0.06 s) or the AM (0.55%, 0.60, 0.55 ± 0.05 s) background conditions. Appendix B provides more details on the distribution of the suppression periods for each of the three configurations.

Although much less frequent than under the MIB condition, the observed phenomenal suppressions under SM and AM conditions demonstrate that background motion is not their only cause: the adaptation state of the system is most likely one additional factor shared by all three conditions. The involvement of adaptation in target disappearance under each of the three background con-
ditions is suggested by the analysis of the rates (R) and duration (D) suppression indices as a function of the inspection time. Both indices were computed per time bins of 10 s for each of the three background conditions and for six such bins spanning the 1-minute inspection period and are displayed in Figure 2. On visual inspection, both R and D indices increase for each of the three conditions up to the second bin (i.e., in-between 10 and 20 s) with the R index leveling off thereafter. Within this time span (0–20 s), R increases by an average factor of 14.29, 31.00, and 2.41 for the AM, SM, and MIB conditions, respectively. The D index increases up to the second bin by an average factor of 3.76, 18.25, and 1.85 for the AM, SM, and MIB conditions. After the second bin, R remains constant for all three configurations suggesting a steady-state adaptation. At the same time, D appears to decrease monotonically for the MIB condition, which is to say that the total suppression period under MIB decreases with inspection time. This trend that could reflect an increase of eye movements (including microsaccades) over time in the presence of the moving background is, however, not sustained by the statistical analysis. This analysis does not support either the visible D increase with inspection time (after the second bin) for the SM condition.

The smaller R and D values for both the SM and the AM conditions during the first 10 s together with their larger increase within the next 10 s suggest that target disappearance under these conditions is caused by an adaptation process. If so, adaptation must also be a factor in MIB. On this premise, one may conclude that adaptation under MIB builds up more rapidly (i.e., within the first 10 s) as the related R and D indices are by far larger than under SM and AM conditions. Alternatively, adaptation build-up may be equivalent across the three conditions with the MIB target detection threshold significantly higher than for the remaining two conditions. This tentative conclusion is based on the reasoning developed in the Introduction according to which phenomenal suppressions might reflect the fact that target brightness occasionally drops below the target detection threshold (see Experiment 2 and Discussion).

**Brightness as a function of inspection time**

Figure 3 displays the luminance of a probe matched to the brightness of the target over a 1-minute period (6,000 raster frames). Each jagged track (black, blue, and red for AM, SM, and MIB conditions, respectively) was obtained by first bootstrapping each observer’s data for each condition, taking the frame-by-frame means of these bootstraps and averaging these means across observers. The shaded areas show ±1 SE of these latter means. Each mean track was fit with an exponential decay function (smooth curves) of the form $y = y_0 + A \times e^{-kt}$, with $y_0$ as the asymptote (i.e., plateau) and $k$ as the steepness of the adaptation process. The mean tracks for each observer were also fit with the exponential decay functions and their asymptotes and the half-lives, i.e., $t_{0.5} = (\ln 2) / k$, are given in Table 1.

The general three observations from Figure 3 and Table 1 are as follows:

1. Adaptation first follows a rapid phase (<15 s) for all three conditions with the SM and MIB conditions
yielding faster brightness drops ($t_{0.5} = 1.99, 2.17$, respectively) than the AM condition ($t_{0.5} = 3.32$); ii. adaptation plateaus are also very similar for the SM and MIB conditions ($y_0 = 52.99, 54.70$) and clearly below the plateau for the AM condition ($y_0 = 63.07$); iii. as a consequence of the above, the inflection points of the adaptation curves are about the same for the SM and MIB ($\approx 5$ s) conditions and clearly delayed for the AM condition ($\approx 15$ s).

Unexpectedly, none of these parameters seems to differ across the SM and MIB conditions. In order to further explore the link between adaptation state and phenomenal disappearance, we also investigated observers’ adaptation (brightness) state immediately (i.e., 1 s) prior to the onset and subsequent to the offset a suppressive state. Brightness during these pre-and post-suppression periods did not differ significantly from the mean plateau level. This analysis and its logic are presented in Appendix C.

The fast brightness drops within the first 5–15 s of inspection followed by the steady plateaus for each of the three experimental conditions is globally congruent with the observed increase in suppression rate and duration within about the same time interval and with their leveling-off thereafter (Figure 2). Assessing the specific relationship between brightness adaptation and phenomenal suppression over time is a matter of modeling beyond the scope of the present study. Clearly, however, such modeling is doomed to fail if ignoring a process other than brightness adaptation. Indeed, the present SM and MIB brightness functions are practically indistinguishable, whereas the corresponding suppression rates and durations are very different. This other process is appraised in the next experiment.

**Experiment 2: Time course of the detection threshold**

The manifestation of an adaptation process is not limited to the suprathreshold appearance (brightness) of the adapting stimulus; it should also affect its detection threshold. Adaptation does not necessarily entail identical stimulus appearance and sensitivity effects (e.g.: Klein, Stromeyer, & Ganz, 1974; Tolhurst & Thompson, 1975; Snowden & Hammett, 1998; Wilson & Humanski, 1993) presumably subtended by distinct physiological processes (response-gain vs. contrast-gain reduction effects, respectively; e.g., Albrecht, Farrar, & Hamilton, 1984; Albrecht & Hamilton, 1982; Kohn & Movshon, 2003). The purpose of this experiment is the assessment of adaptation effects on the detection threshold under the same three stimulus configurations as in Experiment 1. While the brightness tracking functions have not discriminated between the MIB and the SM conditions, it may well be that the observed differences in total disappearance time, disappearance rate, and mean disappearance time between these two conditions be due to both higher thresholds and steeper threshold raise with inspection time for MIB than for the remaining two conditions (SM and AM). Following the logic exposed in the Introduction, the more brightness and threshold functions abut against each other, the higher their crisscrossing probability (due to internal noise) with any such crisscross being equivalent to the onset/offset of a phenomenal suppression.

As threshold measurements with a standard 2AFC procedure for the whole 1-minute adaptation period is extremely time consuming, they have been limited to only three adaptation periods with the longest of 20 s.

**Method**

**Subjects**

This experiment was run with six observers (age range = 25–57 years, including the two authors), two of which (including the first author) also served in Experiment 1.

**Stimuli**

They were two 0.70° × 0.70° adapting white squares (140 cd/m²) arranged at a radial distance of 0.7° from the fixation cross (80 cd/m²) and alternatively presented

<table>
<thead>
<tr>
<th>Observer</th>
<th>AM</th>
<th>SM</th>
<th>MIB</th>
<th>AM</th>
<th>SM</th>
<th>MIB</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>34.37</td>
<td>31.78</td>
<td>33.61</td>
<td>2.04</td>
<td>1.04</td>
<td>0.93</td>
</tr>
<tr>
<td>PC</td>
<td>54.70</td>
<td>43.10</td>
<td>37.68</td>
<td>6.80</td>
<td>5.01</td>
<td>2.22</td>
</tr>
<tr>
<td>CT</td>
<td>52.39</td>
<td>55.24</td>
<td>48.39</td>
<td>5.00</td>
<td>1.20</td>
<td>1.50</td>
</tr>
<tr>
<td>EC</td>
<td>77.34</td>
<td>58.73</td>
<td>66.33</td>
<td>0.75</td>
<td>0.54</td>
<td>0.56</td>
</tr>
<tr>
<td>SG</td>
<td>96.53</td>
<td>76.09</td>
<td>87.48</td>
<td>2.01</td>
<td>2.13</td>
<td>5.63</td>
</tr>
<tr>
<td>Mean</td>
<td>63.07</td>
<td>52.99</td>
<td>54.70</td>
<td>3.32</td>
<td>1.99</td>
<td>2.17</td>
</tr>
<tr>
<td>SE</td>
<td>10.80</td>
<td>7.48</td>
<td>9.96</td>
<td>1.12</td>
<td>0.80</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 1. Plateaus ($y_0$) and half-life times ($t_{0.5}$) of the fitted exponential decay brightness adaptation functions for each observer.
(across trials) at trigonometric angles of 10° and 350° in the right hemifield and of 170° and 190° in the left hemifield (Figure 4) on a 10 cd/m² background. As in Experiment 1, the two squares appeared in three conditions, AM, SM, and MIB, with the same mask characteristics as in Experiment 1. The luminance detection threshold was measured for a smaller test square (0.50° × 0.50°) displayed at the location of one of the two adapting squares after an adaptation phase of 2, 10, and 20 s. The smaller size of the test square was chosen to ensure that neither part of it appeared outside the adapted zone given inevitable eye movements. The test square was displayed for a total of 300 ms with 100-ms onset and offset cosine ramps. Importantly, the 100-ms full luminance presentation period is beyond the visual system’s temporal integration constant so that the measured luminance thresholds should be close to those that would have been assessed for longer displays (except for some probability summation over time; see Gorea & Tyler, 1986). As a consequence (given a few considerations to be presented in the Results section), these thresholds can be directly compared with the brightness functions of Experiment 1.7

Procedure

At the beginning of a trial, initiated by observers’ space bar press, the two adapting squares appeared either in the left or right hemifield. Observers were asked to maintain fixation on the central cross. Auditory beeps delivered 1, 9, or 19 s after the beginning of the trial prompted observers to initiate the offset of the adaptors and the onset of the test square by pressing once more the space bar on the condition that both adapting squares were visible (i.e., not phenomenally suppressed). Observers had 2 s after the beep to press the space bar. If they did not comply (for any reason), a second, lower frequency beep indicated abortion of the trial. The two adapting squares were turned off 50 ms after a valid key press and, and the test square was displayed 100 ms after at one of the two locations previously occupied by the adapting squares. The two adapting squares reappeared 500 ms after the offset of the test square. Observers were then given 6 s to decide whether the test square was presented at the location of the upper or lower adapting square (two alternative forced procedure, 2AFC); the lower frequency beep indicated then the end of the valid trial. Given this procedure and assuming no abortion, detection thresholds were measured in sequence after adaptation periods of ≈2 ± 1, 10 ± 1, and 20 ± 1 s in each trial. Once a 20-s adaptation period was completed, the adapting squares were presented in the opposite hemifield so that adaptation started anew. Two interleaved, one-up-two-down staircases monitored target’s luminance for each adaptation interval independently of the adapted hemifield. Target’s luminance was increased/decreased by steps of 2, 1.58, and 1.26 dB for the first 2, 6, and subsequent reversals, respectively. One session was ended when all the six staircases (2 staircases × 3 temporal windows) reached a minimum of eight reversals and the luminance detection threshold was measured as the mean test luminance over the last six reversals. AM, SM, and MIB sessions were repeated twice (i.e., four thresholds per time interval and condition) with the exception of two observers who could be run through one session per condition only. Sessions order was randomized across conditions and observers.

Results

Figure 5A shows the luminance detection thresholds under AM (black circles), SM (blue squares), and MIB (red diamonds) averaged across observers as a function of the adaptation period. Vertical bars show the corresponding ±1 SE. While the use of only three adaptation durations does not allow the reliable assessment of the three threshold-versus-inspection time functions, the general observation is that MIB thresholds are significantly higher than AM and SM thresholds throughout the tested period and that they increase more rapidly with inspection time (a slope of .18) than the latter two (slopes of .06 and .04 for AM and SM, respectively) with no sign of saturation.8 This behavior differs from the brightness tracking functions of Experiment 1 (Figure 3) that showed steeper drops for MIB and SM than for AM within the first 5–15 s of adaptation and stabilized thereafter at about equivalent levels for AM and SM, higher than for MIB (see Table 1). The difference between the brightness and

Figure 4. Spatial layout of the stimuli (not at scale) used in the 2AFC detection experiment. Observers adapted to the two large squares (here in the left hemifield) that were turned off at 2 ± 1, 10 ± 1, and 20 ± 1 s after the beginning of an adaptation period and a smaller test square was displayed for 100 ms (plus 100 ms onset and offset cosine ramps) at one of the two locations previously occupied by the adapting squares. The adapting squares reappeared 500 ms after the offset of the test square. Observers had 6 s to indicate the location of the test square. The dotted arrow indicates the rigid rotational movement of the mask in the MIB condition. In the SM condition, the mask did not move and was absent in the AM condition.
the threshold functions of inspection time supports the notion that they reflect different adaptation processes.

Figures 5B–5D show a blow-up of the brightness adaptation functions from Figure 3 (smooth curves) together with the inferred “visible/invisible” luminance levels corresponding to a decision criterion of 1 derived from the detection thresholds of Figure 5A. Shaded areas show ±1 noise unit (σ) about each brightness and derived criterion function of inspection time. The derivation of these criteria and noise units is detailed in Appendix D. It is clear from these representations that the theoretical variabilities of the threshold and brightness functions of time strongly overlap for MIB, less so for SM and not at all for AM. The larger the overlapping area, the higher the probability of a phenomenal suppression. Also note that the overlap starts at about 7 and 3 s of adaptation for SM and MIB, respectively, and that it may eventually occur for the AM condition but for much longer adaptation periods (>25 s).

The amount of overlap between the brightness and the threshold-related noises in panels b and d does not match the statistical analyses performed on the rate (R) and duration (D) indices over time (Experiment 1 and Note 3), which showed no significant R and D differences between the SM and the AM conditions. This discrepancy could result from at least two causes. First, the raw R and D data in Figure 2 do show systematic SM–AM differences; their failure to reach statistical significance (pR = .12; pD = .11) may be due to the small number of subjects (4; the random variable) used in that experiment. Second, the amount of overlap illustrated in Figures 5B–5D as well as the time when the crisscrossing begins can be modulated at will by considering more or less than ±1 noise units (σ).

Establishing the quantitative relationship between the threshold-brightness overlap and the R and D functions in Figure 2 would require full-fledged modelling using the whole noise probability density function as well as a number of additional free parameters including those specifying the dynamics of this noise. It is also to be noted that the present account of MIB and the apparent (but statistically non-significant) drop of the MIB D-index for inspection durations longer than 20 s (see Figure 2) are
intuitively incongruent. As already mentioned, such D-drop, if confirmed, could be caused by increased fixation instability over time specifically related to the moving background. This conjecture remains to be tested.

**Discussion**

The present study aimed at establishing the extent to which MIB could be subtended by a time-dependent adaptation and inhibition process. To this end, the MIB target suppression characteristics (distribution of the suppression durations, total suppression percentage of the inspection period, mean duration, and disappearance rate) and target brightness were assessed over a 1-minute inspection period (Experiment 1) together with MIB target detection thresholds assessed over the first 20 s of adaptation period (Experiment 2). These indices were contrasted with those assessed under two “non-MIB” conditions, namely, for a target superimposed on a static (rather than moving) mask (SM) and on no mask at all (absent mask, AM). Some readers may argue that the two processes that we presently put forward to account for MIB are definitely no news: adaptation is a process inherent to any prolonged stimulation and inhibition of static by moving stimuli has been repeatedly documented (see Introduction). It remains that these two processes, including their interplay, have been repeatedly rejected as a cause of MIB. The present study was meant to reverse this tendency.

One first finding of Experiment 1 was that even though much less frequent and less long lasting than in MIB, both AM and SM conditions did nonetheless entail target phenomenal suppressions: this translated into an MIB gamma function fit yielding a scale parameter (λ) about twice the one obtained for the SM and AM conditions (see Appendix A). Following Levelt’s (1967) biological interpretation of the Gamma distribution parameters, one may speculate that such λ-doubling reflects a slowing down of the internal “clock” under MIB. Alternatively, the distribution of perceptual alternations may reflect the characteristics of information accumulation over time (Brascamp, van Ee, Pestman, & van den Berg, 2005). If so, the presently assessed distributions would indicate that information accumulation rate under MIB slows down. On either of these two hypotheses, the specifics of the alternation rate under MIB could be prolonged inhibition (see below).

More relevant to the present inquiry, Experiment 1 showed that although very much attenuated, target suppression rates and durations under SM and AM display similar characteristics of inspection time as under MIB: in all three conditions, both rate and duration increase within the first 5–15 s of inspection and level off thereafter (Figure 2). Inasmuch as adaptation is the most likely factor entailing target suppression under AM (be it very infrequent and short lived), simple logic requires that adaptation be also a factor subtending SM and MIB suppressions. Additional though indirect evidence for such adaptation process comes from the analysis—during the steady-state adaptation epoch—of target’s brightness during the 1-s post-suppression periods for each of the three experimental conditions (Appendix C). During these periods, brightness did not differ significantly from its mean steady-state level (although more statistical power may be needed to bear this conclusion). This suggests that the suppressed target persists adapting the “brightness system” as previously suggested (Hofstetter et al., 2004; Montaser-Kouhsari et al., 2004) though sometimes contested (Blake et al., 2006). In addition, the equivalent analysis of the pre-suppression 1-s periods also indicates no brightness difference from the mean level. This indicates that phenomenal disappearance does not result from a prior brightness drop as reported under different experimental conditions (Kanai & Kamitani, 2003; May, Tsappoutas, & Flanagan, 2003).

The comparison of the brightness time courses observed with SM and MIB configurations does not support, however, the proposal that this form of adaptation is by itself a/the main factor in MIB. Indeed, although these two conditions entailed significantly different suppression frequencies and durations, they yielded about identical brightness adaptation functions (Figure 3). Evidence sustaining the notion that inhibition and adaptation may nonetheless be a/the critical process underlying MIB comes from Experiment 2. In that experiment, target detection thresholds and their elevation with inspection time clearly discriminated between MIB and the remaining two conditions: within the first 2 s of adaptation, MIB thresholds were 1.24 times higher than either the AM or the SM thresholds and increased linearly (slope of 0.18) to reach a factor of 1.4 after 20 s (with AM and SM threshold slopes of 0.06 and 0.04, respectively; Figure 5). Although small, these differences are statistically significant. The significantly higher MIB thresholds from the very start of the adaptation period most likely reflects a specific transient-to-sustained inhibition process that is absent under AM and SM stimulating conditions (Breitmeyer & Ganz, 1976; Gorea & Fiorentini, 1982; Singer & Bedworth, 1973; Stone & Dreher, 1973). While thresholds increase over time for all three conditions as a consequence of a presumably common adaptation process, their steeper increase under MIB must reflect an additional adaptation process presumably due to prolonged inhibition (Dealy & Tollhurst, 1974).

The conjectured existence of two distinct adaptation processes is supported by a number of studies. Unitary recordings in both primary (Albrecht et al., 1984; Albrecht & Hamilton, 1982; Carandini & Ferster, 1997; Ohzawa, Sclar, & Freeman, 1982, 1985; Sclar, Lennie, & DePriest, 1989) and extrastriate (Kohn & Movshon, 2003) visual cortices have already drawn attention to the fact that
adapted neurons show a reduction in both their contrast- and response-gain functions with the former significantly more pronounced than the latter. Contrast-gain (presumably associated with sensitivity) allows the useful regulation of neuron’s operating range so that it may encode large stimulus strength variations with a limited dynamic range (Albrecht et al., 1984; Albrecht & Hamilton, 1982; Barlow, MacLeod, & Van Meeteren, 1976; Movshon & Lennie, 1979; Ohzawa et al., 1982, 1985). Instead, response-gain (presumably associated with stimulus appearance) reflects neurons’ ability to fire at high rates and may result from deleterious fatigue. Given these neurophysiological findings, the present results suggest that inspection of the MIB configuration entails a response-gain reduction similar to that induced by the presence of a static background but that it causes a more drastic contrast-gain decrease than under either AM or SM conditions (see also Caetta et al., 2007). The two effects combined may well account for the peculiarity of the MIB phenomenon as illustrated in Figures 5B–5D. Random oscillations (shaded areas in Figures 5B–5D) in the adapted response-gain (i.e., brightness) and contrast-gain (i.e., detection threshold) will occasionally bring stimulus appearance below its visibility “threshold.” This is more so for the MIB condition that, although yielding a brightness adaptation function comparable to the AM and SM conditions, yields higher thresholds and a steeper threshold increase with inspection time.

As a matter of course, MIB particularity is due to the moving or more generally to the transient nature of the pattern surrounding the target (see Kawabe & Miura, 2007; New & Scholl, 2008; Wallis & Arnold, 2008). It is then safe to assume that it is this transient-to-sustained inhibition that results into higher MIB than AM or SM thresholds and that it is the build-up of this inhibition that accounts for the more pronounced threshold elevation over time for MIB than for AM and SM. Asymmetric interactions between static and moving/transient stimuli have been evidenced by early psychophysical (e.g., Breitmeyer, 1984; Breitmeyer & Ganz, 1976; Gorea & Fiorentini, 1982) and physiological (Singer & Bedworth, 1973; Stone & Dreher, 1973) studies. At the same time, the fact that stimuli that do not activate a given psychophysical “channel” may nonetheless adapt it has been the major argument in favor of an adaptation process due to prolonged inhibition (Dealy & Tolhurst, 1974). This “adaptation from inhibition” process has been repeatedly evidenced in the neurophysiological literature and specifically pointed out as a putative process subtending the contrast-gain control mechanism (e.g., Kohn & Movshon, 2003; Ohzawa et al., 1985). Such evidence together with the adaptation effects presently described leads to the parsimonious conjecture that MIB is a straightforward adaptation plus inhibition phenomenon where, relatively to other stimulus displays, target adaptation is reinforced by prolonged inhibition from mechanisms responding to transient stimulations.

According to the neurophysiological evidence mentioned above, the site of this inhibitory adaptation could be anywhere from the LGN (Singer & Bedworth, 1973; Stone & Dreher, 1973) to MT (Kohn & Movshon, 2003) including the visual striate cortex (Albrecht et al., 1984; Albrecht & Hamilton, 1982; Carandini & Ferster, 1997; Dealy & Tolhurst, 1974; Ohzawa et al., 1982, 1985; Sclar et al., 1989). The general picture emerging from this literature is however in favor of the fact that the adaptation effects (be they of the contrast- or response-gain type) observed in extrastriate neurons—such as MT—originate at more precocious stages, most likely in V1 (see Kohn & Movshon, 2003). Libedinsky et al. (2009) provided some physiological evidence that V1 responses to a static target are reduced in the presence of a moving mask although they did not observe any correlation between these responses and MIB suppressive states. The absence of correlation between subjects’ phenomenal state and V1’s spiking activity has been previously noted by Wilke, Logothetis, and Leopold (2006) with a “flash suppression” paradigm (Wilke et al., 2003) and recently confirmed by an fMRI study (Donner, Sagi, Bonneh, & Heeger, 2008). Notably, Wilke et al. (2006) have, however, shown that the amplitude of the local field potentials in V1, V2, or V4 does correlate with the perceptual state. Both Wilke et al. (2006) and Donner et al. (2008) showed a significant V4 spiking activity drop during the suppressive states. In addition, Donner et al. showed that a V4 spiking activity drop was correlated with a spiking activity enhancement in the dorsal visual areas (MT+ complex and V3AB) and around the intraparietal sulcus. This physiological interaction may well subtend the higher detection thresholds obtained under MIB than under AM or SM stimulating conditions.

It should be pointed out that, despite the neurophysiological literature just cited, the suggested one-to-one correspondence between the presently measured psychophysical indices (i.e., brightness and threshold time courses) and their alleged underlying processes (respectively response- and contrast-gain reduction) should and need not be taken literally. Not only do the cited studies reveal a variety of response- and contrast-gain titrations as a consequence of neural adaptation, but the direct link between such unitary recordings and behavior remains to a large extent tentative. Our account of the MIB phenomenon only requires that brightness- and threshold-related behaviors engage the two physiological processes in different proportions.

As already mentioned in the Introduction, the role of adaptation in MIB has been suggested by studies having shown that the pre-inspection of the MIB target (in the absence of a background) or of its edges facilitates this target’s subsequent suppression during MIB (Hsu et al., 2006; Wilke et al., 2003). The possibility that an adaptation process reinforced by a specific motion-to-static inhibition is the only substrate of the MIB phenomenon is definitely not incongruent with a number...
of results in the MIB literature. The most striking observation put forth as an argument for MIB’s peculiarity is that, contrary to intuition, the more salient an MIB target, the more it disappears (Bonneh et al., 2001). This result (not replicated in our laboratory) is entirely compatible with an adaptation process whose deleterious (stimulus appearance) and/or beneficial (contrast-gain control/sensitivity) effects overcome the initial excitatory response of the to be adapted mechanism. Ohzawa et al. (1985), for example, have shown that the response of a striate cell adapted to a high contrast stimulus equals or may even underplay its response after adaptation to a lower contrast stimulus. Also, modulation of MIB by the depth ordering of the target and background planes (Graf et al., 2002) may simply reflect a depth asymmetric transient (background) to sustained (target) inhibition that contributes to surface completion in stereo-depth stimuli according to occlusion principles. The fact that MIB can also be induced by a virtual (Kanizsa-like) rotating surface provided it is stereoscopically presented in front of the MIB target does not thwart this logic. Inhibition from sensors of such surfaces (in area 18/V2; Von der Heydt, Peterhans, & Baumgartner, 1984), perhaps via MT, may still be modulated according to occlusion principles. This is not to say that the present findings exclude other non-exclusive interpretations of the MIB phenomenon involving more functional processes such as attentional competition (between target and background; Bonneh et al., 2001), interhemispheric rivalry (Carter & Pettigrew, 2003; Funk & Pettigrew, 2003), or filling-in (of the target area by the moving surround; Hsu et al., 2004, 2006; New & Scholl, 2008). For example, New and Scholl (2008) have shown that when the MIB target is a hole within a static, densely textured background, the hole disappears as expected but, according to observers’ reports, its disappearance consists in it being “filled in” by the surrounding grid. Whether such filling in is a cause of MIB or the consequence of the target being first suppressed with the remaining void being subsequently filled in by the background (whether textured or not) remains to be established. In the meantime, our proposal is that the combined effect of adaptation and prolonged inhibition could well be the primary (though not necessarily exclusive) cause of MIB.

Appendix A

Preliminary experiment

This experiment was meant to make sure that the slowly drifting probe (here referred to as “target”) used in the Experiment 1 was not prone to luminance adaptation.

Method

Observers

They were three naive volunteers (age range = 15–27 years) and the first author, all with normal or corrected-to-normal vision.

Stimuli

They consisted in two 0.70 × 0.70° white squares, one of which, the target (50 cd/m²), moved continuously upward on a circular trajectory (radius = 7°) centered on a white fixation cross (1° × 1°, 80 cd/m²) at an angular speed of 0.09°s⁻¹, with its starting position in the lower left or right quadrant of a virtual circle. The second square (probe) was static and flashed for 100 ms 1, 3, 5, and 7 s after the beginning of the trial at a position symmetrical to the current target position along the horizontal meridian in the opposite hemifield. Probe’s intensity was monitored by 8 one-up-one-down staircases with one staircase pair corresponding to one of the four time intervals between the start of the trial and the onset of the probe. Target and probe hemifields were swapped from trial to trial to prevent potential long-term adaptation effects.

Procedure

Observers were asked to maintain fixation on the central cross during the whole session. After each probe presentation, observers pressed one of the two arrow keys to indicate whether probe’s brightness was higher/lower than that of the target. The staircases (indexed on the timing of the probe) increased/decreased probe’s luminance depending on observer’s response. Probe’s luminance was set at 15 cd/m² at the beginning of each staircase and was increased/decreased in 2, 1.58, and 1.26 dB steps after 0, 2, and 6 reversals, respectively. Staircases were ended once all eight staircases (4 delays × 2 staircases) yielded a minimum of 15 reversals, and the point of subjective equality (PSE) for each of them was computed as the mean of probes’ luminance over the last six reversals. Sessions were repeated twice for each subject.

Results

The brightness of the moving target was indeed constant over the temporal window tested. The brightness PSEs were 32.72 ± 8.44, 30.11 ± 8.31, 31.12 ± 9.31, and 31.20 ± 8.61 cd/m² for probe onset delays of 1, 3, 5, and 7 s, respectively. One-way repeated measures ANOVA (with the temporal delay as factor) shows no significant delay effect, \( F(3,9) = 1.16, \ p = .38 \). Hence, the chosen
target speed \((0.09\, \text{o}\cdot\text{s}^{-1})\) complies with the absence of adaptation requirement. Interestingly, the matched brightness of the flashed probe (mean PSE = 31.29 cd/m²) was 37\% less than the luminance of the moving target (50 cd/m²). As this effect cannot be attributed to a cumulative adaptation of the moving target (given the systematic hemifield swap), it is most likely due to the transient presentation of the probe (including a “Broca–Sulzer effect”).

**Appendix B**

**Frequency distribution of suppressive states under AM, SM, and MIB conditions**

Figure B1 shows histograms of the suppressed target periods (slices of 200 ms) for the three conditions with each duration frequency normalized over the total number of disappearances for each condition. Continuous curves are the corresponding gamma function fits, \(\text{Freq}(t) = \lambda^k t^{k-1} / \Gamma(k) \exp(-\lambda t)\), where \(t\) is the duration of the suppressive period, \(\Gamma\) is the gamma function \([\Gamma(n)\) the canonical continuous extension of \((n-1)!\)], and \(\lambda = \sigma^2/\mu\) and \(k = (\mu/\sigma)^2\) are scale and shape parameters, respectively, with \(\mu\), mean \(t\), and \(\sigma\) the standard deviation of \(\mu\).

Gamma functions were shown to provide good fits of the suppressive period distributions for MIB (Carter & Pettigrew, 2003) as well as for other unstable phenomena (e.g., Mamassian & Goutcher, 2005). The \(\lambda\) and \(k\) parameters of the AM, SM, and MIB gamma fits are, respectively, \(\lambda = 0.20, 0.22,\) and \(0.40\) and \(k = 2.68, 2.88,\) and 2.50. According to Levelt’s (1967) interpretation, \(\lambda\) may represent the mean duration between two ticks generated by a Poisson-clock and \(k\) the fixed number of ticks required for a perceptual alternation. If so, the present gamma fits imply that the rate of the Poisson clock slows down by a factor of two during an MIB suppression period (i.e., \(\lambda_{\text{MIB}} \approx 2 \lambda_{\text{SM},\text{AM}}\)), while the number of ticks required for coming out of suppression remains more or less constant across the three conditions. This is equivalent to saying that perceived time slows down during an MIB suppressive state, a speculation that could be empirically tested. Surely, such conjecture is strictly based on the putative neural underpinnings of the Gamma model and makes no sense under “accumulation to threshold models” (e.g., Reddi & Carpenter, 2000) presumably more biologically meaningful (Brascamp et al., 2005).

**Appendix C**

**Brightness before and after target suppression**

Whether or not phenomenally suppressed targets contribute to the build-up of a number of visual aftereffects has been a long standing question (e.g., Blake & Fox, 1974; Hofstoetter et al., 2004; Lehmkuhle & Fox, 1975; Montaser-Kouhsari et al., 2004; O’Shea & Crassini, 1981; Wade & Wenderoth, 1978). Here we addressed this issue by asking whether the mean target brightness assessed over the 100 raster frames (1 s) following a release from suppression (Brightness after, \(B_a\)) equals the mean plateau level, \(M_p\), computed for each observer while excluding all 1-s periods preceding a suppression onset and following its offset. If \(B_a = M_p\) and provided that adaptation has reached its steady state (plateau), one should conclude that the suppressed target persisted in adapting the “brightness system” as if it were not
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Figure B1. Normalized distributions of the suppression periods (by slices of 200 ms) for the AM (A), SM (B), and MIB (C) conditions. Curves are Gamma fits.
suppressed. Instead, a \( Ba \) significantly above or below \( Mp \) would indicate, respectively, a recovery from or an enhanced adaptation during the suppressed state.

MIB suppressive states are reputedly sudden events but this phenomenal observation has never been objectified. It is possible that the onset of a suppressive period be preceded (possibly caused) by a transient decrease in target’s brightness. In line with this idea, Libedinsky et al. (2009) found more frequent MIB suppressions during the decreasing phases of a target whose luminance was modulated sinusoidally over time (see also Kanai & Kamitani, 2003; May et al., 2003). As for \( Ba \), mean Brightness before (\( Bb \)) was computed over the 100 raster frames (1 s) preceding each suppression onset. The computation of \( Ba \) and \( Bb \) excluded the last suppression in a session if its ending was less than 1 s before the termination of the 1-minute inspection period as well as all suppressions starting less than 16 s (15 + 1 s) after the beginning of the adaptation period. This latter condition insured that only suppressions occurring during the steady adaptation state were considered (see Figure 3 and related text).

Table C1 displays \( \Delta b = Bb - Mp \) and \( \Delta a = Ba - Mp \) values for AM, SM, and MIB conditions and for each observer. Most \( \Delta b \) and \( \Delta a \) values (26 out of 30) are negative indicating a brightness drop just before and after a phenomenal suppression. Notice the outlying behavior of SG. When including this observer, Student t-tests fail to yield significant \( \Delta b \) or \( \Delta a \) differences from 0 whatever the experimental condition. When excluding her, the \( \Delta a \) effect for the MIB condition turns significant \( t(3) = -4.71, p = 0.02 \). Whether including or excluding this observer, repeated measures ANOVAs with condition (AM, SM, MIB) and temporal interval (before, after) as factors fail to show any significant global or partial effects. Provisional conclusions are that the system does not recover from adaptation during the suppressive states (in agreement with Blake & Fox, 1974; Hofstotter et al., 2004; Montaser-Kouhsari et al., 2004; but see Blake et al., 2006) and that such states are not preceded/caused by less drastic brightness drops (e.g., Kanai & Kamitani, 2003; May et al., 2003). Given the large inter-observer variability, the valuation of these conclusions needs, however, more statistical power (more observers).

### Appendix D

**Derivation of “visibility/invisibility” luminance levels and of internal noise**

Detection thresholds in Experiment 2 were measured with a 2AFC, one-up-two-down staircase procedure that converges at 71% correct, equivalent to a \( d' \) of 0.77 (Macmillan & Creelman, 1991). In signal detection theory (SDT), \( d' \) values obtained with a 2AFC technique are \( \sqrt{2} \) higher than those obtained with a yes/no method (Green & Swets, 1966; Macmillan & Creelman, 1991). In practice, this ratio may go up to 2 or even more (Macmillan & Creelman, 1991; Yeshurun, Carrasco & Maloney, 2008).

As the standard MIB task is intrinsically of the yes/no (i.e., seen/not seen) type, one should assume that the presently 2AFC thresholds overestimate observer’s sensitivity during the brightness tracking task by at least a factor of 1.41. It follows that the equivalent yes/no \( d' \) value (noted \( d'_{\text{actual}} \)) in the brightness tracking task should be at most 0.77/1.41 = 0.55. It is also standard knowledge that when free to set their “visibility threshold” (in any detection task; e.g., via an adjustment procedure), subjects operate at significantly higher \( d' \) levels than in a 2AFC task. Moreover, SDT excludes the notion of threshold and posits that “invisibility” states should occur any time the internal activity drops below some critical decision criterion, \( c' \), somewhere in-between the means of the noise and signal-evoked internal activities. If signal and noise are equiprobable (see below), the optimal \( c' \) equals \( d'/2 \). On the assumption that this critical “invisibility” \( c' \)
(or “threshold,” noted $c^I_p$ with P standing for “presumed”) equals 1, one may derive the corresponding intensity, $I$, from the standard $c'$ (or $d'$) versus $I$ relationship, i.e., $c' = kI^\beta$, with $k$ a scale factor and $\beta$ the slope of the psychometric function (Pelli, 1985). Simple algebra yields that the predicted/presumed luminance “invisibility threshold,” $I_p$, should be a factor of $\left(\frac{\sigma_p}{\sigma_{\text{stim}}}\right)^{1/\beta} = 1.82^{1/\beta}$ larger than the presently measured 2AFC thresholds once adjusted for a yes/no task, $I_M$. Using the MIB configuration in a target luminance discrimination task, Caetta et al. (2007) estimated the $\beta$ value to about 1.5. Inserting this value in the formula above yields $I_p = 1.5 I_m$. These inferred $I_p$ “thresholds” for the AM, SM, and MIB conditions together with the corresponding segments of the brightness adaptation functions (from Figure 3) are shown in Figures 5B–5D. Note that the “signal” (a suppression event) in an MIB (seen/not seen) task is highly less probable (about 17% in the present experiments) than a “noise” (no suppression) event. Under such low “signal” probability, SDT and actual measurements indicate that observers use a highly conservatory decision behavior, i.e., set their criterion to internal response values significantly higher than $d'/2$. Hence, the presently inferred “invisibility” level, $c^I_p$, is underestimated.

According to SDT, the internal noise of the system, $\sigma$, equals the signal strength yielding a yes/no $d'$ of 1. Using the intercept at the origin ($I_0$) of the linear regressions fit to each of the AM, SM, and MIB threshold functions of Figure 5A and applying the same conversion logic as above, the internal noise is also given by $\sigma = 1.5 I_0$. These $\pm \sigma$ values are shown in Figures 5B–5D as the shaded areas about each brightness and derived threshold function of inspection time. Note that the derivation of $\sigma$ is valid on the assumption that the internal noise is signal independent (Gorea & Sagi, 2001). This assumption is necessary for two reasons: (i) the adapted thresholds may and probably do reflect a change in the transducer and therefore in signal strength; and (ii) the brightness adaptation functions are obtained for much higher luminance values than the threshold functions.
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### Footnotes

1. As these distributions are skewed (see Appendix B), the total durations cannot be directly obtained by multiplying the number of suppression events and their mean duration.

2. For the SM and the AM conditions only, one of the four observers reported target disappearance within the first time bin.

3. Two-way repeated measures ANOVAs (factors: condition and time bin) were run on each of the two (R and D) indices. For the R index, both the condition, $F(2,8) = 98.96, p < .001$, and time bin, $F(5,20) = 28.38, p < .001$, factors yielded significant effects and a significant interaction, $F(10,40) = 11.58, p = .001$. Planned comparisons between condition pairs (collapsed across time bins) showed that the MIB differs from both the SM, $F(1,4) = 84.23, p < .001$, and AM, $F(1,4) = 141.63, p < .001$, conditions with no significant difference between the latter two, $F(1,4) = 3.95, p = .12$. Planned comparisons within conditions (across time bins) yield significant R differences between bin 1 and 2 for both AM, $F(1,4) = 14.44, p < .05$, and MIB conditions, $F(1,4) = 39.82, p < .01$ (AM: MIB) and no significant differences between bin 2 and bins 3–6. For the SM condition, a significant R difference is not found between bins 1 and 2 but is present between bins 1 and 3, $F(1,4) = 9.11, p < .05$, with no significant difference between bin 3 and bins 4–6. With one exception, the ANOVA on the D index yielded similar effects, namely, significant condition, $F(2,8) = 9.94, p < .01$, and time bin, $F(5,20) = 6.23, p < .001$, effects with, this time, no significant interaction, $F(10,20) = 1.59, p = .14$, between the two. Planned comparisons on D also showed significant differences between MIB and SM, $F(1,4) = 84.23, p < .001$, and between MIB and AM, $F(1,4) = 141.63, p < .001$, with no significant difference between SM and AM, $F(1,4) = 3.95, p = .11$. Both AM and SM conditions showed a significant D difference between bin 1 and 2 [AM: $F(1,4) = 9.38, p < .05$; SM: $F(1,4) = 11.76, p < .01$], and no significant difference between bin 2 and bins 3–6. However, (and contrary to visual observation), no D difference between successive bins was significant for the MIB condition. It should be pointed out that failure to reach statistical significance for at least some of the partial R and D comparisons may be simply due to the small number of subjects used in this experiment.

4. Alternatively, Mamassian and Goutcher (2005) propose that any bistable process starts with an arbitrary bias for one percept and that this bias is progressively released so that the process reaches a stable regime. This remains a purely speculative interpretation, while adaptation is an established empirical fact.

5. For each condition and observer, 32 brightness tracks were drawn with replacement out of the total 32 repeats (12...
for one observer). This procedure was repeated 1,000 times and the mean brightness values were computed frame by frame (to the exclusion of the suppression periods).

Most of these casual observations are confirmed by two ANOVAs performed on the $y_0$ and $t_{0.5}$ values of Table 1. None of them yields a global condition (AM, SM and MIB) effect [$y_0$: $F(2,8) = 4.268$, $p = .06$; $t_{0.5}$: $F(2,8) = 0.887$, $p = .45$]. Partial AM versus (SM, MIB) comparisons show a significant plateau effect, $F(1,4) = 7.752$, $p = .05$, but no half-life time effect, $F(1,4) = 1.513$, $p = .29$. The analysis confirms the absence of significant $y_0$, $F(1,4) = 0.232$, $p = .66$, and $t_{0.5}$, $F(1,4) = 0.033$, $p = .86$, differences between the SM and MIB conditions.

Initially, thresholds were measured for targets presented for 10 ms with sharp onsets and offsets. This procedure not only rendered the direct threshold–brightness comparison impossible, but it presented the disadvantage of allowing observers to base their detection on target’s sharp onsets and offsets. As pointed out by one reviewer, such transients could have been selectively masked (or adapted) by the moving mask in the MIB configuration but not in SM or AM. Be it as it may, those thresholds showed a relative pattern similar to the one presented here.

This qualitative analysis is supported by a two-way repeated measures ANOVA (with adaptation time and conditions as factors) performed on the luminance thresholds. It shows significant condition, $F(2,10) = 49.38$, $p < .0001$, and adaptation, $F(2,10) = 24.51$, $p < .0001$, global effects, as well as a significant Condition × Duration interaction, $F(4,20) = 4.84$, $p = .007$. Planned comparisons show a significant difference between SM and AM taken together and MIB, $F(1,5) = 58.48$, $p = .0006$, but no significant difference between the SM and AM conditions, $F(1,5) = 0.107$, $p = .75$. A separate ANOVA run to assess the adaptation effect on the AM and SM conditions alone yields a significant result, $F(2,10) = 8.12$, $p = .008$, but no Condition × Duration interaction, $F(2,10) = 0.306$, $p = .74$.

These authors’ argument against adaptation during suppression is based on the notion that the internal activity evoked by highly suprathreshold stimuli (as those used in most previous studies as well as in the present one) is on its saturated branch so that a short stimulus suppression (or removal) will entail a negligible activity drop, difficult to measure.
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