Microstructure Observations of Turbulent Heat Fluxes in a Warm-Core Canada Basin Eddy

ELIZABETH C. FINE, JENNIFER A. MACKINNON, AND MATTHEW H. ALFORD
Scripps Institution of Oceanography, University of California, San Diego, La Jolla, California

JOHN B. MICKETT
Applied Physics Laboratory, University of Washington, Seattle, Washington

(Manuscript received 9 February 2018, in final form 9 August 2018)

ABSTRACT

An intrahalocline eddy was observed on the Chukchi slope in September of 2015 using both towed CTD and microstructure temperature and shear sections. The core of the eddy was 6°C, significantly warmer than the surrounding 2°C water and far exceeding typical temperatures of warm-core Arctic eddies. Microstructure sections indicated that outside of the eddy the rate of dissipation of turbulent kinetic energy was quite low \( \epsilon \approx 10^{-10} \) W kg\(^{-1}\). However, at the edges of the eddy core, \( \epsilon \) was elevated to \( \epsilon \approx 10^{-8} \) W kg\(^{-1}\). Three different processes were associated with elevated \( \epsilon \). Double-diffusive steps were found at the eddy’s top edge and were associated with an upward heat flux of 5 W m\(^{-2}\). At the bottom edge of the eddy, shear-driven mixing played a modest role, generating a heat flux of approximately 0.5 W m\(^{-2}\) downward. Along the sides of the eddy, density-compensated thermohaline intrusions transported heat laterally out of the eddy, with a horizontal heat flux of 2000 W m\(^{-2}\). Integrating these fluxes over an idealized approximation of the eddy’s shape, we estimate that the net heat transport due to thermohaline intrusions along the eddy flanks was 2 GW, while the double-diffusive flux above the eddy was 0.4 GW. Shear-driven mixing at the bottom of the eddy accounted for only 0.04 GW. If these processes continued indefinitely at the same rate, the estimated life-span would be 1–2 years. Such eddies may be an important mechanism for the transport of Pacific-origin heat, freshwater, and nutrients into the Canada Basin.

1. Introduction

In the last decades Arctic sea ice has declined at an alarming rate, and this loss is expected to continue in the coming years (Carmack et al. 2015; Overland and Wang 2013). Ocean heat fluxes have been known to contribute to the growth–melt cycle of Arctic sea ice since the 1970s (Maykut and Untersteiner 1971); however, the pathways by which oceanic heat reaches Arctic sea ice are complex, and our knowledge is constrained by a lack of in situ observations (Carmack et al. 2015). Global climate model predictions have historically underestimated the rate of sea ice melt (Eisenman et al. 2011); better knowledge of the processes that bring oceanic heat into contact with sea ice is needed to improve both regional and global model predictions.

Heat can be stored in subsurface water masses in the Arctic Ocean because salinity is much more influential than heat in setting the density of water near the freezing temperature. In the western Arctic, the relatively warm Pacific Summer Water (PSW) and Atlantic Water (AW) masses are found at 40–100- and 200–400-m depth, respectively. PSW originates with flows through the Bering Strait, driven by the pressure gradient associated with the higher sea level in the Pacific than in the Arctic. In the summer, these flows are further modified in the Chukchi Sea, developing into two varieties of PSW (Rudels 2001). These are the relatively warm fresh Alaskan Coastal Water (ACW) and somewhat colder and saltier summer Bering Sea Water (sBSW) (Shimada et al. 2001; Pickart et al. 2005; Timmermans et al. 2014). ACW is modified by inflow from Alaskan rivers and is identified by a temperature maximum in a salinity range of 29–32.2, while sBSW is modified in the Bering Sea and identified by a temperature maximum in the salinity range of 32.2–33 (Timmermans et al. 2014). The lateral distribution of PSW is thought to play a role in regulating the extent of sea ice (Shimada et al. 2001, 2006;
Eddies are ubiquitous in the Arctic and are frequently observed by both ships and drifting platforms (Hunkins 1974; Newton et al. 1974; Manley and Hunkins 1985; D’Asaro 1988b; Padman et al. 1990; Plueddemann et al. 1998; Münchow et al. 2000; Muench et al. 2000; Krishfield et al. 2002; Halle 2003; Pickart et al. 2005; Pickart and Stossmeister 2008; Timmermans et al. 2008b; Kadko et al. 2008; Kawaguchi et al. 2012; Zhao et al. 2014; Bebieva and Timmermans 2015; Pisareva et al. 2015; Kawaguchi et al. 2016). Intrahalocline eddies in the western Arctic are thought to form as a result of instabilities at the mouth of Barrow Canyon (D’Asaro 1988a; Shaw and Chao 2003; Watanabe 2011) and along the Beaufort and Chukchi Slope Currents (Hunkins 1974; Manley and Hunkins 1985; Muench et al. 2000; Chao and Shaw 2003; Pickart 2004; Pickart et al. 2005; Spall et al. 2008; Watanabe 2011). As they make their way into the Canada Basin, such eddies may play an important role in the transport and modification of Pacific-origin Arctic water masses (D’Asaro 1988a; Steele et al. 2004; Pickart 2004; Pickart et al. 2005; Pickart and Stossmeister 2008; Spall et al. 2008; Watanabe 2011).

In this paper, we describe an anomalously warm anticyclonic eddy observed on the Chukchi slope in September of 2015 (Figs. 1 and 2). The core of this eddy was quite warm (6°C) and close to the surface (40 m). This is significantly warmer than most previously described Arctic eddies (Manley and Hunkins 1985), although Kawaguchi et al. (2012) observed an eddy with similar properties in 2010. The core of the warm eddy had similar temperature–salinity properties to ACW (see section 3). Warm ACW enters the central Canada Basin via Barrow Canyon (D’Asaro 1988b; Münchow and Carmack 1997; Steele et al. 2004; Shroyer 2012), where it divides into the baroclinically unstable Beaufort shelf-break jet (Rudels 2001; Steele et al. 2004; Pickart 2004; Nikolopoulos et al. 2009; von Appen and Pickart 2012) and Chukchi Slope Current (Corlett and Pickart 2017). Warm-core eddies likely form as a result of instabilities either at Barrow Canyon or along the topographically trapped currents. These warm and salty Chukchi slope eddies are somewhat analogous to the small warm and salty Mediterranean eddies (“meddies”), which have been described since the 1980s (Armi and Zenk 1984; Armi et al. 1989; Ruddick 1992; Ruddick et al. 2010). Warm ACW eddies could play a significant role in the transport of Pacific-origin freshwater, nutrients, and heat into the Arctic basin, which could play a role in setting stratification, affect biological productivity, and impact the growth/melt of sea ice.

In the following analysis we focus primarily on the processes that remove heat from the eddy’s core. Our goal is twofold: to identify the processes that cause heat flux out of the eddy observed in September 2015 and to quantify the net heat flux due to these processes. Our analysis indicates that the following three processes act to extract heat from the eddy (in order of increasing importance): 1) shear-driven mixing, 2) double-diffusive layering, and 3) net lateral heat fluxes along the flanks of eddies. Here we briefly introduce the candidate processes.

a. Shear-driven mixing

When the shear within a flow is high relative to local stratification, instabilities may occur, resulting in overturns and turbulent mixing. Shear is elevated above and below the core of an eddy owing to its rotation. Smaller-scale variation in shear may be due to the effects of internal waves, which are primarily driven by winds and tides. Mixing due to shear-driven turbulence has been observed to play an important role in setting heat fluxes in the Eurasian Arctic (Fer et al. 2010; Peterson et al. 2017; Meyer et al. 2017); however, shear is generally low in the western Arctic owing to weak tides and modest wind-forced near-inertial waves (D’Asaro and Morehead 1991; D’Asaro and Morison 1992; Pinkel 2005; Fer 2009).

b. Double-diffusive convection

Double-diffusive convection (DDC) is a common phenomenon in the Arctic Ocean (Neshyba et al. 1971; Melling et al. 1984; Padman and Dillon 1987, 1988, 1989, 1991; Kelley et al. 2003; Sundfjord et al. 2007; Lenn et al. 2009; Timmermans et al. 2008a; Polyakov et al. 2012; Sirevaag and Fer 2012; Kawaguchi et al. 2012, 2014; Bebieva and Timmermans 2015; Guthrie et al. 2015; Bebieva and Timmermans 2017) and has previously been observed above warm-core Arctic eddies (Padman and Dillon 1991; Padman 1994; Bebieva and Timmermans 2015; Kawaguchi et al. 2012) and PSW intrusions (Kawaguchi et al. 2014). DDC occurs when gravitationally
stable cold and freshwater overlies a warm and salty layer. At a molecular level, heat diffuses upward faster than salt, leading to rising buoyant parcels. As a parcel rises, heat diffuses out of it faster than salt so that its buoyancy decreases. The parcel may initially over-shoot its neutral density because of inertia, resulting in damped oscillatory behavior. Over time, this process results in well-defined convecting cells that are separated by thin interfaces where the cells meet. Fluxes of both heat and salt are generally continuous through layers and interfaces, but within the convecting layers both temperature and salinity are relatively uniform while across the interfaces there are sharp gradients in both temperature and salinity. This results in a characteristic staircase apparent in vertical profiles of temperature, salinity, and density. DDC steps are ubiquitous in the Canada Basin above the Atlantic layer, but estimates of heat flux through them are fairly low, with an estimated range of 0.05–0.3 W m$^{-2}$ (Timmermans et al. 2008a).

c. Lateral heat fluxes

Thermohaline intrusions occur where warm and salty water lies laterally next to cold and freshwater and are observed frequently throughout the world’s oceans. These intrusions result in a net flux of heat and salt from the warm salty side of the front (Turner 1978; Ruddick and Richards 2003). Thermohaline intrusions have been observed at the edges of warm and salty Mediterranean eddies (meddies), where they dominate the decay of...
meddies’ heat signature and density anomaly (Armi et al. 1989; Ruddick 1992; Ruddick et al. 2010). Similar intrusions have frequently been observed in the Arctic Ocean [see Ruddick and Richards (2003) for a review].

All three of these processes are known to occur in the Arctic, and the warm-core intrahalocline eddy described below contained regions in which each of them dominated local heat fluxes. However, the relative importance of these processes in the overall decay of warm intrahalocline eddies (or, more generally, subducted PSW) is not well understood, nor are the heat fluxes associated with each process. In the sections that follow, we describe the methods used to observe the eddy and outline the eddy’s observed structure and properties. We describe the features that indicate the presence of different mixing processes and quantify the heat flux from the eddy’s core due to each. Finally, we compare the relative importance of these processes and quantify the net heat transport out of the eddy’s top, bottom, and sides.

2. Methods

The observations discussed in this paper were taken aboard the R/V Sikuliaq on the Chukchi slope in September of 2015. The survey was conducted just north of the mouth of Barrow Canyon at 72°23.17’N, 154°10.80’W. The first survey consisted of four Shallow Water Integrated Mapping System (SWIMS) transects, shown as solid lines in Fig. 1, and two Modular Microstructure Profiler (MMP) lines, shown as dashed lines in Fig. 1. Intermittent gaps in the MMP profiling occurred because of the MMP cable freezing to its reel. The number of profiles and speed during each transect are given in Table 1.

The observations discussed herein were obtained using two instruments both built by M. C. Gregg at the Applied Physics Laboratory of the University of Washington (APL/UW) and modernized and currently operated by our group at the Scripps Institution of Oceanography (SIO): SWIMS and MMP (Gregg and
Pratt 2010; Wesson and Gregg 1994). SWIMS is a profiler that is towed behind a ship. It is rapidly winched up and down, making a tight sawtooth pattern. During the portions of this survey conducted using SWIMS, the ship maintained a speed of approximately 4 kt (2 m s\(^{-1}\)) over ground. Profiles (both up- and downcasts) were made to 150-m depth roughly every 100 s, corresponding to a horizontal resolution of \(\sim 200\) m. SWIMS carries a Seabird 9plus CTD, upward- and downward-looking 300-kHz RDI workhorse ADCPs, an optical backscatter sensor, an oxygen sensor, a fluorometer, and an altimeter for work near the seafloor. Only CTD and ADCP data were used in the present study. Velocities were converted from relative to absolute values by vertically integrating shear and referencing the resulting velocities to a hull-mounted shipboard sonar. The CTD dataset used in this analysis was vertically gridded to 0.5-m bins, while the velocity dataset was gridded into 2-m bins. Velocities were determined to be unreliable within 20 m of the surface, owing to the ship wake and reflection from the surface; values in these depth bins are not reported.

MMP is a loosely tethered microstructure profiler. It falls at \(\sim 0.6\) m s\(^{-1}\) and has two custom-built shear probes, an FP07 thermistor, CTD, and altimeter. The turbulent kinetic energy (TKE) dissipation rate \(\varepsilon\) was calculated from microscale shear measurements using an iterative process to fit a Panchev curve to the shear spectra, assuming isotropic turbulence (see Wesson and Gregg 1994). The dissipation rate of thermal variance \(\chi\) was inferred from the FP07 assuming isotropic variance (Gregg et al. 1993). Sampling errors in both directly measured quantities and calculated fluxes were determined using a bootstrapping procedure. The sampling errors in \(\varepsilon\) and \(\chi\) were the largest source of quantifiable error in our calculated heat fluxes and were generally within 50% of the measured values. However, we cannot quantify errors due to instrument bias or violations of the assumptions inherent in the methods used to calculate heat flux, which likely have a bigger contribution to the uncertainties in mean quantities [e.g., Peters et al. (1988) report uncertainties of a factor of 2–3 in measured \(\varepsilon\) and \(\chi\)]. All reported values are only accurate within a factor of 2–3, and for this reason, only one significant figure is reported for heat flux calculations.

### 3. Results

#### a. Eddy structure

CTD and ADCP data collected during the SWIMS transects indicate the eddy was an anticyclonic warm-core intrahalocline eddy, with core temperatures of 6°C (Figs. 1, 2, and 3). This is an exceptionally warm eddy for the Canada Basin, as most observed warm-core eddies

<table>
<thead>
<tr>
<th>Transect name</th>
<th>Instrument</th>
<th>Transect length (km)</th>
<th>No. of profiles</th>
<th>Ship speed (m s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>SWIMS</td>
<td>7.2</td>
<td>34</td>
<td>2.1</td>
</tr>
<tr>
<td>T2</td>
<td>SWIMS</td>
<td>13.8</td>
<td>48</td>
<td>2.5</td>
</tr>
<tr>
<td>T3</td>
<td>SWIMS</td>
<td>16.3</td>
<td>97</td>
<td>1.7</td>
</tr>
<tr>
<td>T4</td>
<td>SWIMS</td>
<td>19.5</td>
<td>81</td>
<td>2.3</td>
</tr>
<tr>
<td>T5</td>
<td>MMP</td>
<td>15.1</td>
<td>40</td>
<td>0.5</td>
</tr>
<tr>
<td>T6</td>
<td>MMP</td>
<td>23.1</td>
<td>59</td>
<td>0.5</td>
</tr>
</tbody>
</table>
reach temperatures of 1°C–2°C (Manley and Hunkins 1985; Pickart and Stossmeister 2008; Zhao et al. 2014). The eddy is warmest within 30–50-m depth, with a warm anomaly observed as deep as 95 m (Fig. 2).

Temperature and salinity measured in transects T1–T4 show a warm salty core (30–50 m) that was fairly homogeneous, although each transect captured different sections of this core (Fig. 3). Beneath this core, temperature decreased slowly, with the 3°C isotherm extending as deep as 75 m. In T3 and T4, a secondary warm anomaly appeared next to the eddy, likely part of an arm that extends off the eddy core. The salinity in the core of the eddy ranged from 31 to 31.5, which is within the salinity range for Alaskan Coastal Water (ACW) (Timmermans et al. 2014). The velocities measured are consistent with anticyclonic rotation (keeping in mind that most transects did not bisect the center of the eddy). The rotation of the eddy was apparent far beneath its warm core, with velocity signals extending as deep as 250 m, the deepest measurement (not shown). However, the warm core of the eddy from 30 to 50 m showed intensified velocities that were laterally offset from the rotation in the deeper portion of the water column.

Composite eddy features were determined by binning each measurement into overlapping 500-m bins based on radial distance from the eddy’s center. To determine the eddy’s center, all measurements were backtracked based on the average barotropic velocity during the survey of 4 cm s⁻¹ north and 6 cm s⁻¹ west. With the assumption that all points experienced this average velocity over the course of the survey, each point along the survey was backtracked to its position at the start of the survey. Using these new position coordinates for each measurement, the center was determined by least squares fitting to the location that minimized radial velocity (Fig. 1). The binned measurements were reflected about zero to create a composite transect through the eddy. Fig. 4 shows depth-averaged quantities for this composite transect.

FIG. 3. SWIMS sections of (a) temperature, (b) salinity and (c) eastward and (d) northward velocity plotted against along-track distance. In (a), isopycnals are contoured in white. In (b), (c), and (d), the 3°C isotherm is contoured in black.
Heat content anomaly per azimuthal meter relative to 0°C (Fig. 4a) was calculated in 500-m radial bins and was concentrated in the homogeneous warm core of the eddy. At the edges of the eddy, the heat anomaly tapered off. The total heat content anomaly of the eddy relative to 0°C was calculated by assuming azimuthal symmetry so that the heat calculated in each radial bin was integrated over a ring of equal distance from the eddy center.

Composite azimuthal velocity $V_u$ in each bin (Fig. 4b, black) was calculated by applying coordinate transforms to each measured Cartesian velocity prior to binning these values. Geostrophic velocity $V_{ug}$ (Fig. 4b, blue) was determined by integrating the thermal wind equation,

$$\frac{\partial V_{ug}}{\partial z} = -g \frac{\partial \rho}{\rho_f \partial r},$$

in which $g$ is acceleration due to gravity (9.8 m s$^{-2}$), $r$ is the distance from a given bin to the eddy’s center, $f$ is 1.37 $\times$ 10$^{-4}$ s$^{-1}$, and $\rho$ is the binned potential density. We assumed completely geostrophic velocities at 140 m (the deepest we consistently sampled density). The $V_{ug}$ explained about 90% of the eddy’s velocity, with cyclostrophic velocity ($V_{uc} = \sqrt{gr\rho_f}$, Fig. 4b, red) accounting for the remaining 10%.

The average relative vorticity $\zeta = r^{-1} \partial (rV_u) / \partial r$ across the full extent of the eddy (Fig. 4c) was $-3 \times 10^{-5}$ s$^{-1}$. Taking the eddy Rossby number to be $Ro = |\zeta|/f$ gives an eddy Rossby number of 0.2. Based on the Zhao et al. (2014) study of Arctic eddies identified from ice-tethered profiler (ITP) data, this is well within the range of eddies typically observed in the Arctic. Within the eddy’s central core, the relative vorticity almost perfectly offsets planetary vorticity. This is similar to the eddy described by D’Asaro (1988b), in which the potential vorticity at the eddy core was nearly zero owing to the opposing influences of relative and planetary vorticity.

### b. Turbulence and heat fluxes

Observations collected along transects T5 and T6 included microstructure shear and temperature measurements. All quantities were binned to 0.25-m bins with $\chi$ treated as discussed in the appendix. The lateral temperature gradient was smoothed over 1 km in the horizontal. The TKE dissipation rate (Fig. 5a) was high [$\varepsilon (10^{-6})$ W kg$^{-1}$] near the surface (extending to 15–20-m depth) owing to ship wake and surface boundary layer processes (e.g., MacKinnon et al. 2016) and generally low beneath this layer. However, $\varepsilon$ was elevated [$\varepsilon (10^{-8})$ W kg$^{-1}$] compared to background noise [$\varepsilon (10^{-10})$ W kg$^{-1}$] in a relatively thin layer surrounding the eddy’s thermohaline core. Within the core, $\varepsilon$ was generally not detectable above the instrument noise level. Similarly, $\chi$ (Fig. 5, top right) was high near the surface and elevated at the edges of the eddy.

Elevated $\varepsilon$ and high temperature gradients surrounding the eddy core (Figs. 5 and 3) suggest that heat may have been mixing from the eddy’s core into the surrounding water. In the following section, we describe the observations that indicate the presence of three distinct processes: shear-driven mixing, DDC, and lateral heat fluxes due to thermohaline intrusions.
This discussion is followed by a quantitative analysis of the heat fluxes and transport due to each process.

1) Observations indicating the presence of each process

(i) Shear-driven mixing

We calculated shear at a 4-m scale ($U_{zm} = \sqrt{u_z^2 + v_z^2}$) by interpolating velocity to a regularly spaced 0.2-km grid, smoothing to 4-m bins in the vertical and 1-km bins in the horizontal, and taking 4-m first differences. Above and below the eddy core, $U_{zm}$ was elevated (Fig. 6a). The general pattern of $U_{zm}$ was consistent with a core in solid-body rotation; however, there were smaller anomalies in shear that could be due to small-scale processes. Prior studies suggest that internal waves may interact with the potential vorticity of eddies, leading to effects that can induce refraction or wave breaking at the edge of eddies via various mechanisms (Kunze 1985, 1986), and such effects have been observed in previous studies of Arctic eddies (Halle 2003; Kawaguchi et al. 2016). The anomalies we observed in shear are suggestive of internal waves, although frequency information cannot be determined from this survey.

The buoyancy frequency squared $N_{zm}^2$ (Fig. 6b), similarly calculated by interpolating density to the same grid as velocity, smoothing, and taking first differences over 4 m, was also high above the eddy. The inverse Richardson number ($\text{Ri}_{zm}^{-1} = U_{zm}^2 / N_{zm}^2$) is used to characterize the propensity for shear instability, with growing instabilities expected for $\text{Ri}_{zm}^{-1} > 4$. In these measurements, $\text{Ri}_{zm}^{-1}$ is generally low but is elevated below the eddy core, suggesting possible susceptibility to shear instabilities (Fig. 6c). Shear instabilities may also occur at vertical scales smaller than the 4-m smoothing used to calculate $\text{Ri}_{zm}^{-1}$. The rate of turbulent dissipation $\varepsilon$, measured on T5 using the MMP, was elevated above and beneath the eddy’s core and on the flanks of the eddy (Fig. 6d). Beneath the eddy core, elevated $\varepsilon$ may be explained by shear instabilities that occur as a result of geostrophic shear. However, the elevated $\varepsilon$ above the eddy and on its flanks is primarily due to other smaller-scale processes.

(ii) DDC

The vertical temperature gradient just above the eddy’s core was quite strong [($1)\degree C m^{-1}$] (Figs. 2a and 3).
Both temperature and salinity increased with depth above the eddy, creating favorable conditions for the formation of diffusive layers. These layers were apparent in individual profiles of both temperature and salinity (Figs. 7a,b) as well-mixed homogeneous layers separated by sharp interfaces with high gradients in both temperature and salinity.

The density ratio \( R = (\beta \Delta S)/(\alpha \Delta T) \), in which \( \alpha \) is the thermal expansion coefficient, \( \beta \) is the saline contraction coefficient, \( \Delta T \) is the vertical difference in temperature over a given depth range, and \( \Delta S \) is the vertical difference in salinity across the same range, indicates susceptibility to double diffusion (Turner 1974; Huppert and Turner 1981). The Turner angle (Fig. 5c) \( Tu = \tan^{-1}[-(\alpha \Delta T)/(\beta \Delta S)] - 45^\circ \) maps the density ratio onto the polar plane. In this formulation, \(-90^\circ < Tu < -45^\circ \) corresponds to DDC instabilities, \(-45^\circ < Tu < 45^\circ \) corresponds to stable stratification, \(45^\circ < Tu < 90^\circ \) indicates salt fingering instabilities, and \( Tu > 90^\circ \) and \( Tu < -90^\circ \) both correspond to gravitational instabilities. The Turner angle indicates that the region above the eddy is subject to DDC, while the region within the eddy core is double-diffusively stable (Fig. 5c), consistent with the observed staircase structure at the top of the eddy (Fig. 7a). The average density ratio in this region is \( R = 2.6 \pm 1.0 \).

Additional DDC characteristics are given in Table 2. Based on the presence of stair steps, shear that is weak relative to the local stratification, and the local Turner angle, we assume the elevated values of \( e \) observed at the top of the eddy (Figs. 6 and 5) were associated primarily with DDC. There was a small region below the eddy’s core that was weakly susceptible to salt fingering instabilities (75–80 m); however, since this region was quite small we conclude that shear-driven mixing was dominant beneath the eddy core. Salt fingering may have played a more significant role within the eddy core between 55- and 60-m depth; however, as this process moves heat within the eddy’s core rather than removing it from the eddy we have not treated it in our analysis.
(iii) Lateral intrusions

Lateral temperature gradients (Fig. 5d) and salinity gradients (not shown) were fairly strong along the sides of the eddy, with temperature gradients of \(\nabla (10^{-3}) \text{C m}^{-1}\). This promotes another double-diffusive phenomenon: theromhaline intrusions. These intrusions appeared as alternating layers of cold–fresh and warm–salty water, which were coherent across multiple profiles at the sides of the eddy (Figs. 7a,c). Double-diffusive intrusions can occur because of the presence of warm salty water lying next to cold freshwater (Stern 1967; Ruddick and Turner 1979), and May and Kelley (1997) describe how a density-compensated thermohaline gradient, combined with lateral shear, can also trigger a baroclinic instability, leading to lateral mixing. The analysis that follows depends on the assumption that the intrusions were approximately in steady state balance on time scales that are short relative to the eddy decay time, that is, that the time scale for the evolution of intrusions was significantly longer than the time scales associated with the observed turbulence (but short enough that the eddy did not decay substantially during this time scale). Intrusions generally evolve over

![Image](http://journals.ametsoc.org/doi/pdf/10.1175/JPO-D-18-0028.1)

**TABLE 2.** Properties of DDC staircases. Means are taken over each step included in analysis. The 95% confidence intervals assuming statistically independent measurements are given in parentheses.

<table>
<thead>
<tr>
<th>Property</th>
<th>Mean value (95% confidence interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_r)</td>
<td>2.6 (1.6, 3.6)</td>
</tr>
<tr>
<td>Layer height</td>
<td>0.96 m (0.88 m, 1.03 m)</td>
</tr>
<tr>
<td>Interface height</td>
<td>0.07 m (0.075 m, 0.083 m)</td>
</tr>
<tr>
<td>(\Delta T) across interfaces</td>
<td>0.29°C (0.27°C, 0.31°C)</td>
</tr>
</tbody>
</table>
time scales of days to months (e.g., Gregg 1980; Armi et al. 1989), supporting this assumption.

A single vertical profile through the intrusive region shows the layered cold–fresh/warm–salty structure (Fig. 8a; this structure is more pronounced in temperature than salinity because of the higher resolution in temperature and its weaker influence on density). The Turner angle calculated along the profile shows both the top and bottom of warm–salty intrusions are susceptible to double diffusion, with DDC instability above intrusions and susceptibility to salt fingering beneath intrusions (Fig. 8b). We see evidence of DDC at the top of warm–salty regions, where small steps in both temperature and salinity indicate the presence of DDC (Fig. 8a). The rate of dissipation of both TKE and thermal variance was generally modest along intrusions, with intermittent spikes in both $\varepsilon$ and $\chi$ apparent in diffusive convective regions (e.g., 60-m depth; Figs. 8c,d).

As intrusions develop along the flanks of an eddy, they act like the ribs on a radiator, increasing the surface area over which heat can exit the eddy. Along each warm–salty intrusion, strong thermal gradients above and below the intrusion drive double diffusion and allow heat to mix vertically out of the intrusion. If the intrusions remain in approximate steady state on time scales short compared to the eddy decay time, the total flux of heat out the top and bottom of each intrusion must be balanced by the lateral advective flux of heat along the warm–salty intrusion (just as the heat that radiates out of the ribs of a radiator must be balanced by heat that enters through the radiator’s pipe if the radiator’s temperature remains constant). This model has been used by Gregg (1980) and Ruddick et al. (2010) to infer the net lateral heat flux through intrusions by matching it to the small-scale turbulent heat fluxes through the edges of individual intrusions. This is the approach we take here as well.

2) HEAT FLUXES DUE TO EACH PROCESS

In the following analysis, each process is considered separately in the region of the eddy in which it dominates:

1) shear-driven turbulence beneath the eddy’s core (horizontal coordinate $8 \text{ km} < s < 16 \text{ km}$ and $27 \text{ km} < s < 35 \text{ km}$, where $s$ is kilometers along ship track from the start of the microstructure survey and within isopycnals $24.8 < \sigma_0 < 25.5$; green contour in Fig. 5).

2) DDC ($8 \text{ km} < s < 16 \text{ km}$ and $27 \text{ km} < s < 35 \text{ km}$, where $s$ is kilometers along ship track from the start of the microstructure survey and within isopycnals $24.8 < \sigma_0 < 25.5$; red contour in Fig. 5), and

3) lateral mixing at the edges of the eddy ($s < 8 \text{ km}$, $16 \text{ km} < s < 27 \text{ km}$, and $s > 35 \text{ km}$, within isopycnals $23.6 < \sigma_0 < 25$ and where the lateral thermal gradient magnitude is at least $5 \times 10^{-4} \text{ K m}^{-1}$; cyan contour in Fig. 5).

(i) Shear-driven turbulence beneath the eddy core

Density diffusivity due to shear-driven turbulence at the bottom of the eddy $K_p^{\text{bottom}}$ is calculated using Osborn’s 1980 equation, $K_p^{\text{bottom}} \leq \Gamma/|N^2|$, in which $\Gamma$ is a mixing efficiency and $N^2$ is the buoyancy frequency (Osborn 1980), and angled brackets indicate averages taken over all bins within the region. The $\Gamma$ is generally taken to be 0.2 (e.g., Gregg et al. 2018). In fully developed turbulence, heat and density both diffuse at the same eddy diffusivity, and $K_p^{\text{bottom}}$ is identical to the thermal diffusivity $K_T^{\text{bottom}}$. We assume this equivalence holds throughout the analysis.

Beneath the eddy’s core, $(\varepsilon)$ was $1.1 \times 10^{-9} \text{ W kg}^{-1}$ and $|N^2|$ was $5.6 \times 10^{-4} \text{ s}^{-2}$ [Figs. 9a(iii)–e(iii)]. This results in an upper bound for $K_p^{\text{bottom}}$ of $4 \times 10^{-7} \text{ m}^2 \text{s}^{-1}$ (about 2.5 times the molecular value for heat). The average $T_z$ found beneath the eddy’s core was $-0.3 \text{ C m}^{-1}$. The average heat flux $F_T^{\text{bottom}} = -\rho C_p k T_z$ out of the bottom of the eddy was estimated as $-0.5 \text{ W m}^{-2}$ (Fig. 10c). The eddy’s lifetime may be estimated by considering the integrated area flux of $4 \times 10^{18} \text{ W}$ removing the eddy’s heat anomaly of $7 \times 10^{19} \text{ J}$. This results in a decay time scale of 60 years.

(ii) Double-diffusive convection above the eddy core

Multiple methods have been used to estimate heat fluxes due to DDC. The Osborn–Cox equation, $K^{\text{DC}} = 0.5 (\chi/|N|)^2$ (Osborn and Cox 1972), in which angled brackets represent averaged values of $\chi$ and $N^2$ on iso-thermal surfaces, applies in the double-diffusive regime (see Winters and D’Asaro 1996). Care must be taken when calculating $\chi$, which is generally determined via Fourier analysis over windows of approximately 1 m. Diffusive interfaces are much smaller than these windows, so a spectral window which includes an interface will give an erroneously high value for $\chi$, due to contamination from the sharp change in background temperature gradient. It has been empirically demonstrated that the Osborn equation (Osborn 1980) also gives fairly reliable estimates for the effective diffusivity within diffusive layers provided that $\Gamma$ is taken to be 1, rather than the conventional 0.2 (in a perfectly convecting cell, each convection cycle converts all kinetic energy to potential energy, and vice versa) (St. Laurent and Schmitt 1999; Inoue et al. 2007). Additionally, a variety of flux laws have been developed based on laboratory
studies that relate heat flux to the temperature difference $\delta \theta$ across adjacent steps (e.g., Turner 1973; Kelley 1984, 1990; and others). These laws have the advantage that fluxes may be computed without microstructure measurements of temperature or shear. Such flux laws have been applied to oceanic DDC and appear to agree well with microstructure results (Padman and Dillon 1989; Sundfjord et al. 2007; Polyakov et al. 2012; Guthrie et al. 2015).

For the purpose of this analysis, four distinct methods were used to calculate the heat flux due to diffusive convection. First, for ease of comparison with the other processes, the Osborn–Cox equation was used with 0.25-m binned data with averages taken over the entire diffusive convective region (Fig. 9, top), so that flux derived from $\chi (F_\chi)$ was estimated as $F_\chi = \rho C_p K^{oc}_T T_z$. In the region at the top of the eddy’s core, $\langle \chi \rangle$ was $1.6 \times 10^{-9} (\degree C)^2 s^{-1}$ and $\langle T_z \rangle$ was $1.0 \degree C$. This method led
to an effective diffusivity $K_{OC}^T$ of $8 \times 10^{-7} \text{m}^2\text{s}^{-1}$ and an estimated heat flux of 3 W m$^{-2}$.

For a more robust analysis, we followed the methods of Padman and Dillon (1989), who calculated diffusive convective fluxes within each layer of a diffusive stair-case (see Fig. 11). In this analysis, windows containing only the well-mixed diffusive layers were hand-selected for each profile. While these fluxes should ideally be calculated based on values averaged horizontally along a single diffusive layer, we found it difficult to trace single layers over multiple adjacent profiles, likely due to the short height of layers and the high-shear background environment that may result in intermittent disruptions to layers. For this reason, fluxes were calculated from values determined within each layer for each profile. The reported results are an average of such fluxes. Both the Osborn–Cox and the Osborn equation with $\Gamma = 1$ were used to calculate fluxes within each layer. The calculated fluxes over the diffusive convective region were 6 W m$^{-2}$, using $F_{\text{flux}} = \rho C_p K_{OC}^T T_z$, and 4 W m$^{-2}$, using $F_{\text{flux}} = \rho C_p K_{\text{flux}}^\Omega T_z$, in which $K_{\text{flux}}^\Omega$ was calculated with $\Gamma = 1$.

Because empirical flux laws are frequently used when microstructure measurements are not available, we also compared these results to those found using the flux law described by Kelley (1990) and verified by Guthrie et al. (2015):

$$F_{4/3} = 0.0032 \exp\left(\frac{4.8}{R_{\rho}^{0.72}}\rho C_p \left(\frac{\alpha g \kappa}{P_z}\right)^{1/3}\delta\theta^{4/3}\right),$$

(2)
In Eq. (2), \( R_r \) is the density ratio as defined above and averaged over a profile, \( \kappa = 1.4 \times 10^{-7} \text{m}^2 \text{s}^{-1} \) is the molecular diffusivity of heat, \( P_r = \nu/\kappa \) is the dimensionless Prandtl number (with the kinematic viscosity \( \nu = 1.8 \times 10^{-6} \text{m}^2 \text{s}^{-1} \)), and \( \delta \theta \) is the difference in potential temperature between adjacent layers. In general, \( F_{x/3} \) is higher than that derived from both \( F_{x/3} \) layers and \( F_{x/3} \) within layers, with an average value of 12 W m\(^{-2}\).

Although agreement between all methods is fair, the two estimates of flux derived from \( \chi \) and \( \varepsilon \) within layers (\( F_{\chi/3} \) and \( F_{\varepsilon/3} \)) incorporate all available information (both the microstructure data and the boundaries of layers), and we suspect these are the most accurate methods. Averaging these estimates together, the total heat flux over the top of the eddy core is an estimated \( F_{H/3} \) of 12 W m\(^{-2}\). With a vertical temperature gradient of 1.0°C m\(^{-1}\), this corresponds to an approximate thermal diffusivity \( K_{\chi/3}^{\text{top}} \) of 1.2 \( \times \) 10\(^{-6} \) m\(^2\) s\(^{-1}\). Taking the area-integrated heat flux at 4 \( \times \) 10\(^{10} \) W and the eddy’s heat anomaly of 7 \( \times \) 10\(^{16} \) J suggests a decay time scale of 6 years.

(iii) Lateral intrusions on the sides of the eddy

Assuming that the intrusions are in approximate steady state, all vertical production of temperature variance must be balanced by large-scale horizontal production of variance. The effective isopycnal thermal diffusivity due to advection along intrusions \( K_{\text{sides}}^{T_x} \) can be calculated from diapycnal diffusivity \( K_{\text{sides}}^{T_z} \) as

\[
K_{\text{sides}}^{T_x} = K_{\text{sides}}^{T_z} T_x^2 / T_z^2
\]

(Ruddick et al. 2010), in which \( T_x \) represents the bulk lateral gradient and \( K_{\text{sides}}^{T_z} \) is averaged over the entire intrusive region. Ruddick et al. (2010) obtained this result by equating the horizontal production of thermal gradient variance to the vertical production averaged over all the intrusive surfaces, which is in turn equated to the average \( \chi \).

The simplest way to calculate \( K_{\text{sides}}^{T_x} \) within the intrusive region is by taking the Osborn–Cox equation

\[
K_{\text{sides}}^{T_x} = 0.5 (\chi / \varepsilon)^1/2
\]

and using this to calculate \( K_{\text{sides}}^{T_z} \) from the averaged \( \chi \) and \( T_z \) within the intrusive region. We found \( \langle \chi \rangle \) in this region was 1.09 \( \times \) 10\(^{-6} \) °C\(^2\) s\(^{-1}\) and \( \langle T_z \rangle \) was 1.2 \( \times \) 10\(^{-3} \) °C m\(^{-1}\) (Fig. 9). This results in an estimated \( K_{\text{sides}}^{T_z} \) of 0.4 m\(^2\) s\(^{-1}\). The lateral heat flux \( F_{H/3} \) is 2000 W m\(^{-2}\) (Fig. 10), and the corresponding

![Fig. 10. Heat fluxes calculated from averaged quantities shown in Fig. 9 for the (a) top, (b) sides, and (c) bottom edges of the eddy. Density ranges approximately correspond to 25–40 (top), 30–70 (sides), and 60–90 m (bottom). Bootstrapped 95% confidence intervals are shaded; note that these intervals are generally within the factor of 2–3 uncertainty associated with measurements of \( \varepsilon \) and \( \chi \).](http://journals.ametsoc.org/doi/pdf/10.1175/JPO-D-18-0028.1)
lifetime taking area-integrated heat flux of $2 \times 10^9$ W and assuming this removes the eddy’s heat anomaly of $7 \times 10^{16}$ J suggests a decay time scale of 1 year.

Within the intrusive region, accurately calculating $\chi$ is somewhat challenging as intrusions can occur on very small scales and are difficult to distinguish from turbulent features (see appendix). Therefore, we additionally use measured $\varepsilon$ to bound the lateral flux as follows.

There are two distinct processes that can result in elevated $\varepsilon$: 1) shear-driven turbulent mixing can occur along intrusions, either as the large-scale azimuthal velocity of the eddy is converted to intrusion-scale shear or due to other sources of shear, and 2) DDC can occur above warm/salty intrusions. While characteristic diffusive layers are apparent above intrusions in some profiles, these are not coherent across multiple profiles, suggesting that there is sufficient shear to disrupt DDC cells and that both DDC and shear-driven turbulence could contribute to the observed $\varepsilon$. We treat the two extreme cases of pure shear-driven turbulence and pure DDC using Osborn’s equation $K_{T_H} = \Gamma \langle \varepsilon \rangle / \langle N^2 \rangle$. For shear-driven turbulence, the mixing efficiency $\Gamma$ is set to 0.2, while for DDC $\Gamma$ can be taken to be 1 (St. Laurent and Schmitt 1999; Inoue et al. 2007). Thus, assuming that the observed $\varepsilon$ is entirely due to shear-driven turbulence (DDC) results in a lower (upper) bound on the effective lateral diffusivity and resulting heat flux.

To bound heat flux, we set $K_{T_H} = \Gamma \langle \varepsilon \rangle / \langle N^2 \rangle$ and proceed to calculate $K_{T_H} = \langle \varepsilon \rangle / \langle T_2 \rangle$. With $\langle \varepsilon \rangle = 2.0 \times 10^{-5}$ W kg$^{-1}$, $\langle N^2 \rangle = 7.1 \times 10^{-4}$ s$^{-2}$, $\langle T_2 \rangle = 1.2 \times 10^{-30}$ C m$^{-1}$, and $\langle T_2 \rangle = 0.44(\text{C})^2$ m$^{-2}$, the resulting bounds on $K_{T_H}$ are 0.2–0.8 m$^2$ s$^{-1}$ (for $\Gamma$ in the range of 0.2–1; Fig. 9). The corresponding range of heat flux is 800–4000 W m$^{-2}$.

Both upper and lower bounds are within a factor of 3 of the original estimate of $F_H = 2000$ W m$^{-2}$ from $\chi$ and are thus within the instrument error associated with measurements of $\chi$ and $\varepsilon$. Although we lack the horizontal resolution to fully verify the Ruddick et al. (2010) method for calculating $K_{T_H}$, we can use the assertion that the total vertical transport of heat out of the eddy along intrusions must be balanced by an advective flux along intrusions to assess whether the model is physically realistic. Considering the average vertical heat flux in the intrusive region, $\rho C_p K_{T_H} [T_2] = 3$ W m$^{-2}$ and the horizontal heat flux $\rho C_p K_{T_H} [T_2] = 2000$ W m$^{-2}$, we see that these differ by a factor of 700. The net heat transport through the vertical surfaces above and below isopycnals must match the horizontal heat transport. Assuming that both lateral and vertical heat fluxes occur over the same

**FIG. 11.** Quantities averaged within diffusive layers at the top of the eddy: (a) $\varepsilon$ calculated within layers, (b) $\chi$ calculated within layers, (c) $\delta T/\delta z$ within layers (used along with $\varepsilon$ and $\chi$ within layers to calculate heat fluxes within each layer), (d) $F_\varepsilon$ (black), $F_\chi$ (red), and $F_4/3$ (blue).
radial distance, this factor of 700 must represent the ratio of the vertical height of the eddy core (corresponding to the distance over which lateral heat flux occurs) to the pathlength along intrusions (corresponding to the distance over which the vertical heat flux occurs). Taking the height of the intrusive region to be 30 m, this implies an along-intrusion pathlength of 20 km. The intrusive region extends about 2–3 km. Individual intrusions extend up to 2 km so that a total pathlength of 20 km due to four or five intrusions is plausible.

4. Total heat loss implications

Putting together the results of the last section, a picture emerges of a warm eddy losing heat from its top, bottom, and sides (Fig. 12). Using the results from the last section and modeling the eddy as a cylinder with a height of 40 m and a radius of 5 km, we can calculate the total heat transport out of the eddy due to each of the identified processes: 1) shear-driven turbulence acting at the bottom of the eddy transports 0.04 GW (from 0.01 to 0.1 GW), 2) DDC acting at the top of the eddy transports 0.5 GW (from 0.2 to 1.5 GW), and 3) lateral intrusions acting along the sides of the eddy transport 2 GW (from 1 to 6 GW). Our measurements show a net heat flux out of the eddy at this time of 2.5 GW; if this were simplistically extrapolated into the future it suggests a decay time scale of about a year. Complete results are given in Table 3.

5. Summary and discussion

The structure and dynamics of a warm-core intrahalocline anticyclonic eddy observed on the Chukchi shelf in September of 2015 have been described. With core temperatures around 6°C, this eddy was extremely warm compared to most prior observations of Arctic eddies, although the eddy described by Kawaguchi et al. (2012) was similarly warm. A 6°C intrusion was also observed in the Canada Basin at approximately 50-m depth by an ice-tethered-profiler in 2010 (Timmermans and Jayne 2016). The recent appearance of these warm subsurface features suggests that either modern sampling schemes are capturing intermittent features that were previously unobserved or that temperature anomalies of 6°C in the western Arctic are a relatively new phenomenon. Such structures may play an important role in the transport of Pacific-origin heat and freshwater in the Canada Basin and may have biological effects as well.

Microstructure measurements through the eddy core determined that while $\varepsilon$ was generally weak beneath the mixed layer, $\varepsilon$ was elevated surrounding the eddy core $[\varepsilon(10^{-9}) \text{ W kg}^{-1}]$ as a result of three different processes: shear-driven overturns below the eddy core, diffusive convection above the core, and lateral mixing due to intrusions along the sides of the eddy. The eddy lost heat at a rate of 2.5 GW, with lateral mixing responsible for approximately 80% of this heat loss and DDC accounting for the remaining 20%. Heat loss by shear turbulence at the bottom of the eddy was negligible.

These estimates are subject to many sources of error. Inferring $\varepsilon$ and $\chi$ from microstructure shear and temperature measurements is subject to errors of up to a factor of 3. Our windowing procedure for calculating $\chi$ (appendix) is subjective and subject to error, particularly in intrusive regions as distinguishing between turbulent
mixing and small-scale thermohaline intrusions is extremely difficult. The validity of the Ruddick et al. (2010) formulation for the decay of an eddy to thermohaline intrusions has not been established outside of the meddy Sharon; in the Arctic Ocean the thermal expansion coefficient $\alpha$ is quite small and varies strongly with temperature, which may affect the results. Additionally, we assume the turbulence is isotropic even though this is a low shear environment in which this assumption may not hold at all times. We use canonical values for $\Gamma$ of 0.2 in shear-driven turbulence and 1 in DDC turbulence although the accuracy of these values is an area of active research. We have also extrapolated heat fluxes for the entire eddy based on a pair of transects, neither of which bisected the eddy’s center. However, the lifetime we estimate for the eddy of approximately a year is in line both with other observations of small Arctic eddies (e.g., D’Asaro 1988a; Zhao et al. 2014) and with the observed decay of the meddy Sharon, which also decayed as a result of thermohaline intrusions (Armi et al. 1989; Ruddick et al. 2010).

The 5 W m$^{-2}$ DDC flux present above the eddy is notable in contrast to the relatively weak effect of the ubiquitous diffusive layers at the top of the Atlantic Water, which are thought to be associated with maximal heat fluxes of 0.3 W m$^{-2}$ in the Canada Basin (Timmermans et al. 2008a). The larger DDC fluxes observed above the eddy are more similar in magnitude to those observed in the Eurasian Basin (Padman and Dillon 1991; Polyakov et al. 2012) and occur because of the significant temperature gradient $\left[\varepsilon(1)\,^\circ\text{C} \, \text{m}^{-1}\right]$ and unstable density ratio above the eddy. The relatively high-shear environment may also play a role in increasing fluxes through the diffusive staircase as the ambient shear injects energy and creates instabilities between the convecting cells and interfaces that separate them (Padman 1994; Stamp et al. 1998; Smyth and Kimura 2007). The fluxes calculated in the above analysis are lower than the average fluxes of 20 W m$^{-2}$ that Kawaguchi et al. (2012) observed above a similar warm-core eddy. This may be partially explained because Kawaguchi et al. (2012) observed extremely elevated values of $\chi$ in a few regions, which they attributed to intense double-diffusive mixing. However, their very high $\chi$ values may also be overestimates that result from taking spectral windows over the discrete steps within a DDC staircase; such steps contaminate the Fourier transform at all scales and are inconsistent with the turbulence theory underlying this analysis technique (see appendix for details).

Existing literature suggests eddies are generated both in Barrow Canyon and along the Beaufort and Chukchi shelf breaks (D’Asaro 1988a; Pickart et al. 2005; Spall et al. 2008). While most studies have focused on cold-core eddies, eddies such as the one described in this study could play an important role in transporting warm coastal water into the interior of the Arctic basin. We estimate the observed eddy has a lifetime of $\sim$1 year; assuming it continued to travel at a rate of 8 cm s$^{-1}$ into the basin, this would allow it to penetrate $\sim$1500 km into the basin, carrying heat, salt, and nutrients with it. However, this assumes that the eddy dynamics remain constant in time, which may not be the case. During the fall and winter as the mixed layer deepens, shear-driven mixing may play an increasingly important role in extracting heat from the eddy. Profiles collected in the Beaufort Sea of October 2015 in similar regions suggest the mixed layer can deepen to 25 or 30 m as early as October (Toole et al. 2010; Timmermans 2015; Smith et al. 2018). If the eddy were to persist at the same depth into the autumn and encountered such conditions, its dynamics would rapidly change, likely resulting in its dissolution and the release of its heat to the mixed layer. Assuming the eddy survived 40 days after observation and continued to drift at 8 cm s$^{-1}$, it would penetrate about 300 km into the Canada Basin during this timeframe.

Brugler et al. (2014) suggest that summer heat transport in the Alaskan Coastal Current (ACC) at the base of Barrow Canyon averages around 3 TW, while Corlett and Pickart (2017) estimate 1.4 TW of heat are advected west along the Chukchi slope in a baroclinically unstable current (known as the Chukchi Slope Current) from July to October. These pathways account for approximately

<table>
<thead>
<tr>
<th>Region</th>
<th>Flux (W m$^{-2}$)</th>
<th>Area (m$^2$)</th>
<th>Transport (GW)</th>
<th>$K$ (m$^2$ s$^{-1}$)</th>
<th>Lifetime (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above eddy core</td>
<td>5 (3, 12)</td>
<td>$8 \times 10^7$</td>
<td>0.4</td>
<td>$3 \times 10^{-6}$</td>
<td>6</td>
</tr>
<tr>
<td>Eddy flanks</td>
<td>2000 (800, 4000)</td>
<td>$1 \times 10^6$</td>
<td>2</td>
<td>0.4</td>
<td>1</td>
</tr>
<tr>
<td>Beneath eddy core</td>
<td>$-0.5$</td>
<td>$8 \times 10^7$</td>
<td>$-0.04$</td>
<td>$4 \times 10^{-7}$</td>
<td>60</td>
</tr>
</tbody>
</table>

TABLE 3. Heat fluxes, areas, transports, diffusivity, and estimated lifetimes for each edge of the eddy core. Error bounds are given for heat flux based on the spread of alternate methods for calculating heat flux [section 3b(2)]; only one method was used to calculate heat flux out of the bottom of the eddy, so quantitative error bounds cannot be determined as systemic error is likely much larger than sampling error (Fig. 10). Errors in the range of factors of 2–3 are frequently associated with this type of turbulence measurement (Peters et al. 1988).
$3 \times 10^{19}$ J of heat each year. The ultimate fate of this heat is unclear. Some of it is likely lost to the atmosphere, some may be used to melt local sea ice, and some makes its way into the Canada Basin, where it persists as a year-round subsurface temperature maximum. If all of the heat were dispersed into the basin in eddies like the one described in this study, this would correspond to the formation of $\sim 400$ eddies each year. However, most PSW is not contained in such eddies but is distributed throughout the Beaufort Sea in interleaving filaments and intrusions (e.g., Timmermans et al. 2014; Kawaguchi et al. 2014; Timmermans and Jayne 2016). Such structures may also be susceptible to processes that mix heat both vertically and laterally, but the net heat fluxes and the relative importance of each process may be quite different.

Thermohaline intrusions may act directly on currents carrying ACW. If thermohaline intrusions similar to those along the eddy flanks exist along both the Beaufort shelfbreak jet and the Chukchi Slope Current, the total distance susceptible to intrusions would be 1300 km. Assuming a current depth of 50 m for both currents gives a total surface area of $6.5 \times 10^7$ m$^2$ facing into the basin for these currents. A lateral flux of $2000$ W m$^{-2}$ along this area would result in a total lateral heat transport of 0.2 TW. This is another pathway that could allow heat to enter the Canada Basin from these topographically trapped currents.

Within a rapidly changing Arctic, oceanic heat may play a crucial role in the growth–melt cycle of sea ice and in setting local stratification. Improving our understanding of the pathways heat takes into the basin interior and the processes that drive both vertical and lateral oceanic heat fluxes are necessary steps toward developing better models of the Arctic climate. Warm-core eddies may represent an important pathway for Pacific-origin heat into the central basin. However, the frequency of formation of such eddies and their response to seasonal deepening of the mixed layer is unknown at this time, and many questions remain to be answered.

Acknowledgments. This work was supported by NSF Grants PLR 14-56705 and PLR-1303791 and by NSF Graduate Research Fellowship Grant DGE-1650112. We gratefully acknowledge the R/V Sikuliaq captain and crew, MOD engineering team, and ArcticMix collaborators who made this study possible. We are additionally grateful to Mike Gregg, Tom Weingartner, Peter Winsor, Harper Simmons, Mary-Louise Timmermans, Yueng-Djern Lenn, Rob Pinkel, Laurie Padman, and Joe Metzger for scientific support and insight; to Mike Gregg and Dave Winkel for supporting the transition of the MMP and SWIMS instrumentation from APL/UW to SIO; and to Glenn Carter, who provided an implementation of MLE estimation for calculating $\chi$. Finally, we thank Ilker Fer, Laurie Padman, and Barry Rudnick for their helpful comments and suggestions on this manuscript. Shipboard and microstructure data are available for download (http://www.rvdata.us/catalog/SKQ201511S and https://microstructure.ucsd.edu, respectively). SWIMS transects are available from the authors upon request.

APPENDIX

$\chi$ in Double-Diffusive Environments

The $\chi$ is usually understood in the context of Osborn–Cox-style analysis, in which the small-scale variance of the thermal gradient is used to estimate thermal diffusivity. In using maximum-likelihood estimation to fit Batchelor spectra to the spectra of microstructure measurements of the thermal gradients, 1- to 2-m windows are generally used. When this spectral analysis is used to infer thermal diffusivity, there is an implicit assumption that the background thermal gradient varies slowly over such length scales, so that the spectra of thermal variance relate directly to the microscale mixing associated with fully developed isotropic turbulence.

In the Arctic Ocean, the temperature gradient at length scales of 1–2 m can vary rapidly in the presence of diffusive layers or thermohaline intrusions, as shown in Fig. A1 (see also, e.g., Guthrie et al. 2015). If spectra are calculated over windows that span such larger-scale variation, the high-wavenumber portion of the temperature gradient will consist of both small temperature anomalies that relate to thermal diffusivity in a traditional Osborn–Cox sense and of the high-wavenumber signatures of larger-scale intrusions or diffusive steps. When double-diffusive interfaces or intrusions occur on length scales similar to those seen in isotropic turbulence, this leads to overestimation of the thermal diffusivity and heat flux calculated from $\chi$, since the measured high-wavenumber thermal variance is only partially due to microscale mixing. Spectra taken over such windows deviate from a Batchelor curve as a spike in the thermal gradient contaminates all wavenumbers longer than the width of the spike in spectral space.

In general, when spectra deviate too far from a Batchelor spectra the MLE analysis will not converge in a given window. In windows where this occurred, microstructure temperature was examined by eye. When possible, the window was broken down into regions in which the background thermal gradient varied slowly, and the bin estimate for $\chi$ was computed as a weighted average of these subbinned values. Figure A1
shows one such window, the spectra calculated over this window, and the subwindows that were used for the final gridded $\chi$ product as well as the spectra for a representative subwindow. While the MLE analysis would not converge over the original window, simply summing the variance beneath a cutoff wavenumber gives an estimated $\chi$ of $4 \times 10^{-4} \,(\degree C)^2 \, s^{-1}$. Taking a weighted average over the MLE estimates within each subwindow produces $5 \times 10^{-7} \,(\degree C)^2 \, s^{-1}$ for the gridded $\chi$ value for this window. In this case there is a factor of 1000 difference between simple integration of the spectrum of thermal variance and careful MLE fitting within hand-selected subwindows.

This method is subject to some uncertainties. The MLE estimate may converge in windows that include some variation of background $\chi$ that is not due to turbulent mixing, biasing estimates high. We lack a rigorous method to distinguish between small-scale thermal variations due to mixing versus those due to small-scale interleaving. For this reason, all estimates of physical quantities based on measured $\chi$ are compared to estimates based on measured $\varepsilon$; generally these two methods show good agreement.
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