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ABSTRACT

A flexible and physical optimal estimation-based inversion algorithm for retrieving atmospheric water vapor and cloud liquid water path from passive microwave radiometers over the global oceans is presented. The algorithm's main strength lies in its ability to explicitly account for forward model errors that depend on the Earth incidence angle (EIA) at which a given radiometer measurement is made. Validation of total precipitable water (TPW) retrieved from Microwave Humidity Sounder (MHS) measurements against near-coincident estimates of TPW from SuomiNet GPS ground stations shows that retrieved TPW values agree closely with SuomiNet estimates, and somewhat better than values from the Microwave Integrated Retrieval System that are retrieved from the same MHS instruments. More importantly, it is found that the inclusion of appropriate forward model error assumptions, which are tailored to the EIA and sea surface temperature of the scene being considered, are able to almost entirely eliminate EIA-dependent biases in retrieved TPW. This result holds true across all view angles of the MHS instrument, despite the fact that only measurements from one satellite are used to estimate forward model errors. The consistency achieved by the retrieval algorithm across all view angles suggests that other inversion algorithms, particularly those for cross-track-scanning radiometers and potential future constellations of small satellites, would benefit from the inclusion of nuanced error assumptions that consider the effect of EIA.

1. Introduction

Water vapor and clouds are fundamentally important to Earth’s energy budget and climate system. Water vapor is a potent greenhouse gas, and it is widely postulated that increases in the global temperature should be linked to increases in the amount of water vapor in the atmosphere (Mears et al. 2007; O’Gorman and Muller 2010). It is thus important to have a global, long-term, reliable record of total column water vapor, or total precipitable water (TPW), for monitoring climate change. Knowledge of global water vapor fields is also of great interest to operational weather forecasters (Forsythe et al. 2015). Likewise, clouds have radiative effects that strongly influence regional and global climate, and cloud-related feedbacks are the largest source of uncertainty in climate model projections (Boucher et al. 2013). Clouds also link atmospheric and hydrologic processes, transfer moisture and momentum, and affect large-scale circulations through latent heat release. Global measurements of cloud water and ice content are thus an important part of a holistic understanding of the hydrologic cycle.

Passive microwave radiometers have been used for nearly three decades to measure atmospheric water vapor over the global oceans. Historically, passive microwave radiometers have usually been classified as either “ imagers” or “ sounders.” Imagers are generally conically scanning and typically feature several channels with sensitivity to the surface, while sounders tend to be cross-track scanning and tend to have less surface sensitivity but more information about the vertical distribution of water vapor. Retrieval of atmospheric parameters from cross-track-scanning radiometers presents some difficulties not applicable to conically scanning ones. Namely, while imagers maintain a constant Earth incidence angle (EIA), the EIA for a sounder changes across each scan, meaning that the slant path through the atmosphere, as well as the instantaneous field of view (IFOV), changes with each pixel. It is desirable, of course, that changes in the atmospheric parameters retrieved by sounders from one pixel to another should be entirely attributable to differences in the atmospheric state, with no EIA-induced bias. This could become especially important over the next decade, as
constellations of more cost-efficient small satellites offer the possibility of achieving global coverage from passive microwave sounders with temporal resolution of less than one hour (Blackwell et al. 2018; Ma et al. 2017). Others propose using a train of closely spaced CubeSats to observe the evolution of clouds on even shorter time frames of only a few minutes (Reising et al. 2015). In any case, in order for a constellation of sounders to be able to reliably give information about changes in atmospheric state, any uncertainty in retrieved parameters related to changes in the EIA from one satellite observation to another must be proven to be small in comparison to the actual magnitude of changes that are possible over the size of the instrument FOV.

Both imagers and sounders have been used for several decades to estimate TPW over the global oceans, and in recent years many retrieval algorithms have been put forth (e.g., Boukabara et al. 2010; Duncan and Kummerow 2016, hereafter DK16; Mears et al. 2015) that agree reasonably well with observations from radiosondes and ground-based measurements from global positioning system (GPS) stations. These algorithms, however, have limitations. For example, some algorithms are sensor specific or, even if not limited to a single instrument, are limited to either imagers or sounders. Algorithms applicable to both conically and cross-track-scanning instruments allow for more frequent observations than those considering only one category of instrument, and can ensure greater consistency than could be achieved by relying upon two separate algorithms. In addition, such algorithms are useful for calibrating cross-track instruments with respect to larger, more expensive, and yet more trusted conically scanning instruments such as the Global Precipitation Measurement (GPM) Microwave Imager (GMI). The Microwave Integrated Retrieval System (MiRS; Boukabara et al. 2011) is one such algorithm than can be used with both sounders and imagers, and it has the added benefit of retrieving values over land. However, some MiRS-retrieved parameters, notably TPW, are known to exhibit biases toward the edge of scan for sounding instruments, where EIA values are large (Boukabara et al. 2010). In this paper, we present our own retrieval algorithm applicable to both conically scanning and cross-track-scanning passive microwave radiometers. Specially, we evaluate retrieved values of oceanic TPW and cloud liquid water path (LWP) from Microwave Humidity Sounder (MHS) instruments, although the retrieval methodology is flexible enough to be applied to virtually any passive microwave radiometer. TPW values are validated against estimates from GPS ground stations, and both TPW and LWP values are compared to corresponding retrieved values from MiRS, which uses the same underlying radiance measurements. Like MiRS, our algorithm is based on optimal estimation (OE) theory. It produces values that are in reasonable agreement overall with MiRS, but that also demonstrate markedly less bias at high view angles, suggesting a way that similar physically based retrieval algorithms for microwave sounders might be improved.

Our data sources are explained more thoroughly in section 2. In section 3, we describe the retrieval algorithm and focus especially on the component of the algorithm that we believe to be key in reducing EIA-related biases: the forward model error covariance matrix. In section 4 we present the results of our comparisons, and section 5 offers some commentary and thoughts on future applications of this work.

2. Data

The MHS is a five-channel, passive microwave radiometer operating at frequencies near 89, 157, 183.3 ± 1, 183 ± 3, and 190.3 GHz. It is a cross-track-scanning radiometer with an IFOV of 1.1° (corresponding to a best-case spatial resolution of about 17 km at nadir) and an overall swath width of approximately 1920 km (±49.5°). MHS instruments are on board the MetOp-A, MetOp-B, NOAA-18, and NOAA-19 spacecraft. These satellites are all in sun-synchronous orbits with inclinations near 99°. In this study, we use level-1C (L1C) intercalibrated brightness temperatures (Tb)8 that were developed by the GPM mission Intersatellite Calibration Working Group (XCAL; Berg et al. 2016).

Ancillary data (surface wind speeds, surface pressures, and temperature profiles) used by the retrieval algorithm are taken from the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis product, ERA5 (ECMWF 2017). The reanalysis data have a temporal resolution of 1 h and a horizontal spatial resolution of 30 km, with 37 standard pressure levels that are subset to match the coarser vertical resolution of the forward model. ERA5 data are also used to determine the a priori water vapor profile. Sea surface temperature (SST) information comes from the Reynolds et al. (2007) Optimum Interpolation Sea Surface Temperature (OISST) product, and sea surface salinity is taken from Aquarius monthly climatologies (Le Vine et al. 2015).

Several data sources are used for validation and comparison. Retrieved values are compared against corresponding values for the same satellites from MiRS. MiRS orbital level-2 output is obtained from the NOAA Comprehensive Large Array-Data Stewardship System (CLASS). The MiRS data analyzed in this study were produced in 2016, corresponding to version 9.2 of the algorithm. In 2017, operational production switched to version 11.2 which included a number of enhancements, including retrievals at higher MHS resolution, use of
a newer version (2.1.1) of the Community Radiative Transfer Model (CRTM) forward model, and updated radiometric bias corrections. These changes resulted in smaller, but still significant, scan-dependent biases in retrieved TPW. It is worth noting that all satellites carrying an MHS sensor also have an Advanced Microwave Sounding Unit–A (AMSU-A), and that radiances from this instrument are also ingested into the MiRS algorithm. AMSU-A has 15 channels at frequencies ranging from 23.8 to 89.0 GHz, and is primarily used for temperature sounding. It also has an IFOV that is much larger than MHS, with roughly nine MHS pixels per AMSU-A pixel. Because of this IFOV discrepancy, and because most of the channels are best used for temperature sounding, we do not consider these radiances in our retrieval algorithm, though they could easily be added into the OE framework. Version 9.2 MiRS orbital data are offered at MHS resolution for MetOp-B, but only at AMSU-A resolution for the other satellites. Thus, for MetOp-A, NOAA-18, and NOAA-19, our retrieved values are first averaged to match the MiRS resolution before comparisons are made.

Retrieved values are also compared to estimates from the Modern-Era Retrospective Analysis for Research and Applications, version 2 (MERRA-2; Gelaro et al. 2017). Retrieved TPW from both MiRS and the OE algorithm presented in this paper, along with MERRA-2 TPW values, are validated against estimates of TPW derived from zenith path delay at SuomiNet GPS stations around the globe (Ware et al. 2000). The methodology by which these estimates are calculated is laid out in Wang et al. (2007). They estimated total errors to be less than 1.5 mm.

3. Methods

Many early passive microwave retrieval algorithms were regression-based (e.g., Alishouse et al. 1990; Wilheit and Chang 1980) or semiphysical methods that made assumptions to simplify the equations of radiative transfer in the atmosphere to make the inverse problem more tractable (Greenwald et al. 1993; Wentz 1997). More recently, retrieval algorithms have been developed that make use of fully physical forward models, allow for the retrieval of all parameters of interest simultaneously, and are not tied to a specific sensor or set of frequencies. Algorithms of this type are better able to ensure that the retrieved atmospheric parameters are consistent with each other across sensors and that, when put into a forward model, result in reasonable simulated brightness temperatures. Sensor-independent algorithms are desirable in that they allow for the creation of consistent records of geophysical variables across the ever-expanding history of spaceborne passive microwave radiometers. A common approach is to iteratively solve for a collection of geophysical parameters by repeatedly forward modeling the transfer of radiation through the atmosphere until a solution for the atmospheric state vector is found that yields forward modeled $T_b$s close to those observed by the satellite while also being consistent with prior knowledge (a priori information) about the state of the atmosphere (Boukabara et al. 2011; Deblonde and English 2003; Elsaesser and Kummerow 2008). The Colorado State University 1D variational data assimilation (CSU 1DVAR) retrieval algorithm (DK16) is one such algorithm, having initially been developed for the retrieval of nonraining parameters for GMI but having been adapted for use with other conically scanning instruments. Here we demonstrate that the CSU 1DVAR algorithm can also be used to retrieve information from cross-track sounders.

a. CSU 1DVAR

The 1DVAR technique, also known as optimal estimation, is a regularized matrix inverse method based on Bayes’s theorem. The mathematics of the method is laid out explicitly in Rodgers (2000), but the most important parts are reviewed here for ease in understanding the results that follow. The relationship between the physical state of the atmosphere and the $T_b$s measured by a passive microwave radiometer can be generalized by

$$y = f(x, b) + \epsilon,$$

where $y$ is the measurement vector containing the observed $T_b$s at each radiometer channel and $x$ is the state vector containing the atmospheric properties to be estimated. For the purposes of this paper, the state vector contains five parameters: the three leading principal components (PCs) of the water vapor profile, the cloud LWP, and the ice water path (IWP). Since optimal estimation involves an assumption of Gaussian-distributed parameters, and the distributions of LWP and IWP more closely resemble lognormal distributions, the logarithms of these parameters are retrieved instead. Note that surface wind speed is also included in the state vector for conically scanning radiometers. In addition to having window channels that are better able to see the surface, these instruments measure both vertically and horizontally polarized radiation, allowing for the separation of the wind speed signal from SST and atmospheric signals. To calculate simulated $T_b$s, the forward model $f$ depends not only on the parameters in the state vector but also on a variety of parameters not solved for but assumed to be known in the model atmosphere (e.g., surface temperature, surface wind speed, vertical temperature profile, cloud height and depth). These ancillary parameters
are accounted for in the vector \( b \). Finally, \( \epsilon \) is an error term containing uncertainties due to sensor noise, errors in the forward model, and uncertainties in the forward model parameter assumptions (b). The forward modeled \( T_{bs} f(x, b) \) should agree with the satellite measurements \( y \) within the model and sensor error estimates given by \( \epsilon \). The aim of the 1DVAR algorithm is to find the most likely state vector \( x \), given measurements \( y \), prior knowledge about the state of the atmosphere, and proper error estimates.

Due to the ill-posed and underconstrained nature of the inverse problem, an a priori state vector \( x_a \) is used to prevent the retrieval algorithm from settling on a solution that fits the observed brightness temperatures but is physically implausible. The water vapor component of \( x_a \) is taken from ERA5 reanalysis. On the other hand, for all pixels, the a priori values for LWP and IWP are set to the nominally low value of 10 g m\(^{-2}\). This helps ensure that significant cloud liquid or ice is only retrieved when there is a clear radiometric signal suggestive of the presence of clouds. The assumed errors in the a priori parameters, and their covariances, are described by the a priori error matrix \( S_a \). Another error covariance matrix, the \( S_y \), gives the errors assumed for each radiometer channel as the main diagonal elements of the matrix and the covariances of the errors between the channels as the off-diagonal elements. Within this formalism, assuming that both the parameters in \( x \) and the statistics of the measurements themselves are Gaussian, it can be shown (Rodgers 2000) that finding the most likely state vector amounts to minimizing the cost function \( \Phi \):

\[
\Phi = (x - x_a)^T S_a^{-1} (x - x_a) + [y - f(x, b)]^T S_y^{-1} [y - f(x, b)].
\]

The cost function thus weights both measurements and prior knowledge, in relation to their uncertainties. Minimizing \( \Phi \) and finding the maximum probability state vector \( x \) is accomplished by finding the value for \( x \) at which the gradient of the cost function \( \nabla \Phi \) is equal to zero. The Gauss–Newton method is used to solve iteratively for this value, with convergence achieved once there is very little change between iterations [Eq. (5.29) in Rodgers 2000].

b. Forward model description

The forward model assumes a 16-layer atmosphere with pressures ranging from 100 hPa to the surface. The depth of each layer is fixed, except for the lowest layer, which varies according to the sea level pressure specified by ERA5. Other values taken from reanalysis are the wind speed and direction (needed to compute surface emissivities), and the atmospheric temperature profile, because the microwave frequencies employed by MHS and similar satellites do not contain enough information to be able to reliably solve for these parameters. The forward model uses the Monochromatic Radiative Transfer Model (Monortm; Clough et al. 2005) to calculate absorption coefficients for each layer, and the FASTEM6 model (Kazumori and English 2015) is used to determine the ocean surface emissivity.

It is not feasible to reliably and independently retrieve a full 16-level water vapor profile from only a handful of radiometer channels (five, in the case of MHS). Thus, following the example of other retrieval algorithms such as DK16 or MiRS, the three leading PCs of the water vapor profile are retrieved instead. This approach makes use of the fact that water vapor profiles tend to have similar shapes and that the water vapor content of one atmospheric level will tend to be correlated with the water vapor content of the levels above and below it. The PCs are defined as deviations from a mean profile, and both the mean profile and the PCs are calculated from ERA5 reanalysis. We subset the mean profiles and PCs by SST (in 1-K bins) because water vapor mixing ratios, especially in the lower levels of the atmosphere, are strongly correlated with temperature. This subsetting allows the forward model to capture much more (approximately 90%) of the natural water vapor profile variability with just the three leading PCs than would be possible otherwise.

All cloud water is assumed to be distributed evenly between the pressure levels of 800 and 925 hPa (or 900 hPa, if the SST is below 280 K). Various other methods of distributing the cloud water in the forward model were tested; however, unless reliable a priori information about the heights and depths of the clouds is known a priori, the overall effect on the cloud water retrieval is small. Errors in the simulated \( T_{bs} \) caused by this simplistic representation of liquid clouds are somewhat mitigated by the fact that the emissivity of cloud drops increases with decreasing temperature (Mätzler et al. 2010), meaning that the emission from the cloud is tied more closely to the total amount of liquid water than it is to cloud height. A monodisperse drop size distribution (DSD) of spherical cloud droplets of radius 12 \( \mu \)m is assumed. This should not be a major cause for concern because most nonprecipitating cloud droplets are small enough that scattering is negligible and absorption is largely dependent on the total mass of water in the cloud, not the DSD (Bennartz 2007).

Greater uncertainty comes from the representation of cloud ice in the forward model. Most of the effect on brightness temperatures due to ice comes from...
scattering, rather than absorption. We have chosen the IWP (i.e., the amount of ice) to be the free parameter retrieved by the 1DVAR algorithm, necessitating the specification of a variety of other ice-related parameters that we acknowledge carry large uncertainties. For example, assumptions made in regard to both ice crystal habit and size distribution can have a large effect on forward modeled \( T_b \)s. (Kulie et al. 2010). We consider the IWP part of the CSU 1DVAR state vector to mostly be a way for the forward model to account for scattering from ice and thus allow for convergence in a greater number of scenes. IWP estimates are notoriously difficult to validate and the evaluation of CSU 1DVAR retrieved IWP values is beyond the scope of this paper. Thus, we make assumptions that we believe are reasonable, yet not overly complex.

As with liquid clouds, the ice cloud level is fixed, in this case with all cloud ice being assumed to reside between 300 and 400 hPa. This level was chosen so as to minimize differences between simulated and observed \( T_b \)s when state vectors were taken from ERA5 reanalysis to forward model \( T_b \)s at a representative sample of MHS pixels. Since simulated \( T_b \)s also depend strongly on particle size and shape, this method of distributing cloud ice could very well be suboptimal. However, given the large uncertainties in ice particle size and shape, a more sophisticated method of distributing cloud ice would add computational complexity without necessarily reducing the uncertainty in the retrieved IWP.

The ice particle size distribution used in the algorithm comes from Field et al. (2007). Ice particles are assumed to have a constant density of 100 kg m\(^{-3}\), and particle mass is assumed to be proportional to \( D^3 \), where \( D \) is the maximum dimension of the particle. To calculate the scattering properties of the ice particles, the forward model makes use of a database of single-scattering properties at microwave frequencies for various ice crystal habits (Liu 2008) as well as an associated database for larger aggregates of ice crystals (Nowell et al. 2013). These databases use the discrete dipole approximation method (e.g., Draine and Flatau 1994) to compute scattering properties by approximating a continuum target with a finite array of polarizable points. As for particle shape, the forward model assumes 6-bullet rosettes (database shape number 8) for particles with a maximum dimension less than 800 \( \mu \)m and aggregates of 400-\( \mu \)m rosettes (shape 12) for particles 800 \( \mu \)m or larger.

c. Error covariance matrices

The matrices \( \mathbf{S}_a \) and \( \mathbf{S}_y \) are quite important in guiding the 1DVAR retrieval to a solution, and determining the right values for \( \mathbf{S}_a \) and \( \mathbf{S}_y \) can be a delicate task. The elements of \( \mathbf{S}_a \) help determine how much leeway is allowed when finding a solution for the state vector: if the assumed errors are small, the state vector will be forced to be more similar to the a priori state vector. The \( \mathbf{S}_y \) matrix determines how much weight each channel is given in the inversion. Channels whose errors are assumed to be smaller are given more weight, with the simulated \( T_b \)s at these channels forced to match observations more closely.

The assumed a priori error covariances making up \( \mathbf{S}_a \) are determined by calculating the variances in each state vector parameter from ERA5 reanalysis data (see DK16 for details). For the observations/forward model error covariance matrix \( \mathbf{S}_y \), many possible sources of error should be considered. We separate these error sources into two categories: those from the radiometer itself and those from the forward model. Both are included in our calculation of \( \mathbf{S}_y \), though we deem the forward model uncertainties to be greater than the instrument uncertainties.

Potential sources of error in the simulated \( T_b \)s computed by the forward model include absorption model errors, emissivity model errors, errors in the fixed atmospheric parameters assumed in the forward model (wind speed, sea surface temperature, atmospheric temperature profile, etc.), the simplified representation of the atmosphere as 16 homogeneous levels, and the inability of three PCs to represent the full range of possible water vapor profiles. In cloudy conditions, there are even more sources of uncertainty to consider, such as the vertical distribution of liquid and frozen hydrometeors, their sizes, and their shapes.

While it is possible to estimate the relative contribution to the overall \( T_b \) uncertainty from any one of the sources listed above, they are not independent of each other. Since variances should only be added to each other if the underlying variables are statistically independent, the channel uncertainties related to forward model errors are estimated as a whole, by comparing simulated \( T_b \)s from a more detailed representation of the atmosphere to those calculated using the simplified representation of the forward model, with small perturbations to the ancillary parameters.

First, simulated \( T_b \)s are calculated from full ERA5 atmospheric profiles at their native resolution, for oceanic, nonprecipitating profiles that match up with MetOp-A overpasses from January 2013. These are compared to a second set of simulated \( T_b \)s, again from ERA5, but simplified according to forward model assumptions. That is, the vertical resolution is reduced to 16 pressure layers, the water vapor profile is replaced by the best-fit profile that can be achieved using only three PCs, and the cloud water and ice are redistributed into fixed vertical levels as described in section 3b. To account for uncertainties in ancillary parameters, small numbers randomly sampled from a Gaussian distribution are added to the parameters.
of SST, salinity, wind speed, wind direction, and layer temperature for each simplified atmospheric profile. The standard deviations of these distributions are 1.0 K for SST, 0.5 psu for salinity, 2 m s\(^{-1}\) for wind speed, 20° for wind direction, and 2 K for temperature. Around a hundred million points are forward modeled using both sets of assumptions.

The difference between these two sets of \(T_b\) serves as the basis for estimating \(S_y\), with the covariances of the simulated minus simulated \(T_b\) differences making up the elements of the matrix. As for the second component of \(S_y\), measurement uncertainties, the published noise equivalent differential temperature (NEDT) values for each radiometer channel are added to the diagonal elements of the matrix to account for radiometric noise. While this procedure of estimating \(S_y\) is designed to account for what we believe to be many of the most significant sources of forward model error, particularly for clear-sky conditions, we note that there are other forward model uncertainties that have not been explicitly accounted for. This includes absorption model, emissivity model, and FOV inhomogeneity errors. On the instrument side, there are also uncertainties that are not explicitly accounted for such as errors in the measurement of the temperature of the calibration load, errors from the intrusion of microwave radiation from the spacecraft itself, and errors due to drifts in the local oscillator frequency. While the random components of these errors are not included in the \(S_y\) matrix, we do apply radiometric bias corrections, or offsets, to the forward modeled \(T_b\). These offsets are designed to take into account forward model biases as well as any systematic biases in the measurements. This is explained further below.

1) CONTRIBUTIONS TO FORWARD MODEL UNCERTAINTIES

A series of experiments were run to attempt to quantify the relative contributions of the various sources of forward model uncertainty to the total uncertainty. In these experiments, a collection of atmospheric profiles, taken from ERA5 and corresponding to a day’s worth of observations from "MetOp-A", were used to repeatedly simulate MHS \(T_b\)s. In the control experiment, \(T_b\)s were simulated at native ERA5 resolution, with no simplifying assumptions made. In succeeding experiments, forward model assumptions were incorporated one at a time, to test the effect of each on simulated \(T_b\)s. First all cloud ice was made to reside between 300 and 400 hPa, then all cloud water was put between 800 and 925 hPa, then the full vertical profiles of temperature and water vapor were reduced to 16 pressure levels, and then the ERA5 water vapor profile was replaced with the best-fit profile that could be obtained from three PCs. Finally, the surface wind speeds, wind directions, atmospheric temperature profiles, sea surface salinities, and sea surface temperatures were perturbed as described in section 3c, one at a time.

Figures 1 and 2 show the resulting root-mean-square (RMS) and bias errors, calculated by comparing the simulated \(T_b\)s from each experiment to the simulated \(T_b\)s from the previous experiment. The errors are also subset by EIA. Overall, the largest sources of forward model error are the principal component representation of the water vapor profile, the fixed ice cloud level, the fixed liquid cloud level (at 89 and 157 GHz), and the interpolation down to 16 levels. The interpolation errors are much larger at the 183-GHz channels, which are sensitive to the upper atmosphere where the fixed pressure levels of the forward model are coarser. While the errors from the assumption of a fixed liquid cloud level can be significant (with RMS errors approaching 2 K at 89 and 157 GHz), this assumption does not strongly bias the average simulated \(T_b\), nor is there that large a difference between errors near nadir and errors near the edge of the MHS swath. This is not necessarily the case for other error sources, however. For example, RMS errors stemming from the placement of the ice cloud level is larger at all channels for high EIA compared to low EIA, and this assumption leads to a significantly negative \(T_b\) bias at most channels in the case of a high EIA, but nearly no bias near nadir. Another example of differing error magnitudes at different view angles can be seen in the case of wind speed. Uncertainties in the surface wind speed only lead to errors in 89- and 157-GHz \(T_b\)s, as these are the only MHS channels with any sensitivity to the surface. There is more surface sensitivity at low view angles compared to high ones, since the path through the atmosphere is shorter, and thus the RMS errors related to wind speed are greater near nadir than they are at high EIA values.

The bias errors shown in Fig. 2 also include a “residual” category. This value is obtained by calculating the mean difference between the \(T_b\)s simulated from the full ERA5 profiles (i.e., the control experiment) and the actual observed MHS \(T_b\)s. One can see that this residual category has a strong view angle dependence, and is most significant at the 89- and 157-GHz channels. This residual error could theoretically come from a variety of sources. For example, if the ERA5 atmosphere was systematically moister or cloudier than the true atmosphere, one might expect this to bias the simulated \(T_b\). While this cannot be ruled out as a possibility, the fact that this residual bias is fairly consistent across different orbits suggests that this is not the most important contributor. That is to say, if differing meteorology were the primary cause of this \(T_b\) bias, we would have expected to see a greater degree of variability from orbit to orbit, as different regions of the globe are sampled. This explanation also does not easily explain why the
residual bias is greater near the edge of scan than near nadir. Approximations in the absorption model likely account for part of the difference between observed and simulated $T_b\$s, but MonoRTM is believed to be largely unbiased (Clough et al. 2005) and thus the absorption model contribution to the overall bias is probably rather small. Another possibility is that the simulated $T_b\$s are being biased by an inadequate representation of the size and shape of ice particles. However, if this were the dominant factor, one would not expect to see so much difference between the residual biases at the 183–190-GHz channels, since the scattering effects of ice at these channels should be rather similar. A fourth possibility is that the MHS radiometer itself is biased, with perhaps some sort of $T_b\$ contamination near the edge of scan that might explain the view angle dependency (John et al. 2013). However, the “observed” $T_b\$s we use already have offsets applied to them by the GPM XCAL team (Berg et al. 2016), so any blatant radiometer biases should be accounted for in the intercalibration process. A fifth possible explanation is that the biases are a result of errors in the sea surface emissivity model. This is consistent with the fact that the largest errors are present in the channels with the most sensitivity to the surface. Also, since emissivity is dependent on EIA, this could partly explain the difference in residual biases between high and low values of EIA. A finally possibility is that FOV inhomogeneities are to blame. The generally larger residual biases at high EIA would make some sense, in this context, since the FOV is larger and thus more likely to be inhomogeneous.

In reality, the residual bias likely is a combination of the above factors, and might include other factors, as well. It is worth noting, however, that almost all of these explanations represent a type of forward model bias (the only exception would be if the residual bias were driven solely by a water vapor or cloud coverage bias in ERA5).
Thus, whatever the cause, it is necessary to account for this model bias in order to minimize systematic errors in retrieved variables. We attempt to correct for this forward model bias by applying a corresponding offset, binned by SST and EIA, to the XCAL MHS $T_b$s prior to running the retrieval algorithm. In a fashion similar to the calculation of $S_y$, the offsets are calculated by comparing L1C MetOp-A $T_b$s from January 2013 to simulated $T_b$s created using ERA5 atmospheric profiles, with the simplified vapor and cloud representations of the forward model. The same offsets are applied to all MHS instruments, regardless of satellite. The MiRS algorithm also incorporates bias corrections, but separates offsets only by satellite and scan position, and not by SST or any other variable that could be considered a proxy for the atmospheric state (Boukabara et al. 2011).

2) EARTH INCIDENCE ANGLE AND SST DEPENDENCE OF ERROR ASSUMPTIONS

As is clear from Figs. 1 and 2, changing the EIA changes the nature of the forward model uncertainties. This is due to several factors, such as the pathlength through the atmosphere (and thus the sensitivity to various height levels) changing, the size of the instrument footprint changing, and uncertainties in assumed parameters (such as the sea surface emissivity) that are themselves dependent on EIA. Our tests also found that the forward model uncertainties depend strongly on meteorological regime. Generally speaking, forward model uncertainties are largest in high SST regions near the tropics, where there is more water vapor present to absorb upwelling microwave radiation. In particular, tropopause heights are generally higher. Thus, in this regime it is more common to observe significant concentrations of water vapor in the upper atmosphere (above 400hPa or so), where the vertical resolution of the forward model is coarse, and where the three leading water vapor PCs are able to capture only a narrow range of the true water vapor variability.

DK16 accounted for changes in forward model uncertainty that varied with SST (as a proxy for meteorological regime), but, since they dealt only with conically
scanning instruments, did not address EIA-related changes. The MiRS algorithm includes bias corrections that depend on scan position, but the modeling error matrix does not have any dependence on EIA, and neither the error matrix nor the bias corrections consider SST. In contrast, we contend that a proper evaluation of the way forward model uncertainties change with EIA and meteorological regime can improve the quality of OE-based retrieval algorithms, and in particular can improve the consistency of retrieved TPW across the full range of view angles for cross-track-scanning microwave instruments. Thus, in our calculation of \( \Sigma \), and of the forward model offsets that we apply to observed \( T_b \), comparisons are binned both by SST (in 1-K increments) and by EIA (in 4° increments). Figure 3 shows four sample \( \Sigma \) matrices, along with the corresponding \( T_b \) offsets. Note that the magnitude of uncertainty is much greater at 300 than at 275 K, particularly at the highest three MHS frequencies. The bias correction offsets are also much larger. Comparing errors at the same SST but at different EIAs, the general trend is that, for large EIA, channel covariances are slightly reduced at 89 and 157 GHz. This is likely due to the reduced surface sensitivity. On the other hand, channel covariances at the other channels are slightly increased, perhaps due to the increased FOV size. The bias correction offsets also have an EIA dependence, with the biases being more negative, in most cases, at high viewing angles. To make sure there are no major discontinuities in retrieved values from one pixel to a neighboring pixel, both the covariances and the offsets are smoothed using boxcar averaging, and the \( T_b \) offsets that are applied to any given pixel are calculated from a bilinear interpolation of the EIA/SST binned offsets.

d. Matchups with SuomiNet TPW estimates

To compare retrieved TPW with GPS-based estimates from SuomiNet, we identified MHS observations which came no more than 15 min before or after a SuomiNet estimate and which were centered on a location no greater than 0.5° away in latitude or longitude. MHS pixels were only eligible for comparison if both the MiRS and CSU 1DVAR algorithms reached convergence. When comparing SuomiNet TPW values to MERRA-2, the MERRA-2 oceanic grid point closest to the GPS station was used.

The CSU 1DVAR algorithm only converges over the ocean, so the only GPS stations that produce observations meeting the matchup requirements outlined above are stations located on small islands and some coastal stations. Figure 4 shows the location of the 45 GPS stations that yielded at least 10 TPW estimates coincident with a MetOp-B MHS overpass during the month of June 2016.

Note that, while most of the GPS stations are located at a low elevation, they are all located above sea level, and measure only the precipitable water in the atmosphere above that elevation. Thus, one would expect the SuomiNet estimate of TPW to be biased low relative to the TPW of the surrounding oceanic areas. To allow for a direct comparison with the sea level–based TPW estimates from MiRS, CSU 1DVAR, and MERRA-2, we use a simple model to account for the water vapor in the atmospheric column above the ocean surface but below the station elevation. Following the example of Mears et al. (2015), we assume the intervening atmosphere has a temperature equal to the SST used in the 1DVAR retrieval, with a relative humidity of 80%. Since nearly all of the GPS stations considered lie at an elevation below 100 m above sea level, the adjustments resulting from this procedure are generally small (typically around 1 mm). The exceptions are the stations on Mauritius Island (elevation: 427 m) and Christmas Island (elevation: 266 m).

However, even for these stations, the simple adjustment technique seems to be satisfactory, with error statistics that are consistent with the lower-elevation GPS stations.

4. Results

a. Comparison of CSU 1DVAR and MiRS algorithms

In the results that follow we use MiRS output as one of the main reference points by which to judge the performance of the CSU 1DVAR algorithm. We have used MiRS as a source of comparison because it is a widely used, state-of-the-art, flexible retrieval algorithm that is underpinned by much of the same mathematics as the CSU 1DVAR algorithm. Given that both algorithms are built on the OE framework, it is helpful to consider the differences between the two algorithms, so as to better understand the potential reasons why the two algorithms might yield different results. Table 1 outlines what we believe to be some of the most important differences.

One key difference is that the algorithms use different radiometric inputs. As mentioned earlier, CSU 1DVAR does not take into account AMSU-A channels. For the results presented here, however, what is probably more significant is that the MiRS algorithm uses operational level-1B (L1B) brightness temperatures, while the CSU 1DVAR uses L1C intercalibrated \( T_b \). This means that the radiometric bias corrections computed by MiRS incorporate both forward model biases (which should in principle be very similar from one satellite to another) as well as satellite-specific calibration differences. The use of intercalibrated \( T_b \) by CSU 1DVAR allows us to compute a single set of offsets that can be applied to all satellites carrying a given instrument. The resulting
offsets thus represent mostly forward models biases as opposed to calibration errors.

Another important difference is that the CSU 1DVAR algorithm incorporates a priori information about the water vapor profile from ERA5, while MiRS relies only upon climatological restraints. While the CSU 1DVAR retrieved TPW is not overly sensitive to the choice of a priori, it does have nontrivial influence on the final answer. Thus, when evaluating the performance of the two algorithms, one should keep in mind the additional information available to CSU 1DVAR through the a priori. The dependence upon only climatological constraints by MiRS allows for retrieved products to be available in near–real time, which is not currently possible with CSU 1DVAR. It should also be noted that MHS data are assimilated into the ERA5 reanalysis, so there is a subtle influence on the a priori by the observations. However, we believe this is not a major cause for concern. In an experiment in which GFS 6-h forecasts were used to provide a priori water profiles instead of ERA5, retrieved TPW tended to slightly increase, but there was little effect on either the bulk error statistics or the pattern of TPW biases across the scan. Crucially, as we show in section 4e, the reduction in EIA-related TPW biases is largely insensitive to the choice of a priori, and this is the area in which we feel the CSU 1DVAR
represents an advancement compared to other optimal estimation algorithms.

b. Qualitative comparison of retrieved fields

The CSU 1DVAR produces retrieved values that are broadly consistent with those from MiRS and MERRA-2 reanalysis. Figure 5 shows a sample MetOp-B scene as retrieved by MiRS and the CSU 1DVAR, along with corresponding values taken from the ERA5 (whose water vapor profiles, though not LWP or IWP fields, are used in the 1DVAR a priori state vector) and MERRA-2. All products show TPW fields that are rather similar to one another. They also put cloud water in roughly the same place, though there are some significant differences. MiRS and CSU 1DVAR agree with each other in terms of LWP much more closely than either of the reanalyses agree with each other or with the retrieved products. MERRA-2, in particular, has generally larger LWP values, though it has less in the cloud cluster near the top of the image, where the other products agree the largest LWP values reside. CSU 1DVAR, ERA5, and MERRA-2 also put frozen hydrometeors in roughly the same place, though ERA5 has generally larger IWP values than MERRA-2, and the CSU 1DVAR gives still larger values. The differences are likely related to differences in the way ice particle size distributions are parameterized. On the other hand, MiRS IWP values [technically graupel water path (GWP) in the MiRS algorithm] are much lower. We note that newer versions of the MiRS algorithm (version 11.0 and higher) use an updated radiative transfer model and generally retrieve much higher amounts of graupel water.

c. Statistical comparison with MiRS

Figure 6 shows density plots of retrieved values of TPW and LWP from MiRS versus those from CSU 1DVAR, for the MetOp-B satellite during the month of June 2016. MetOp-B is used here because it is the only satellite carrying MHS for which MiRS orbital data files were available at full MHS resolution in 2016, as opposed to the more coarse resolution of AMSU-A. This allows for a more direct comparison with CSU 1DVAR; however, the results are very similar when considering retrievals from MetOp-A, NOAA-18, or NOAA-19, or retrievals made during other months. Retrieved TPW values are in very good overall agreement, with a correlation coefficient of 0.985 and a root-mean-square difference of 2.75 mm. On average, CSU 1DVAR TPW is biased −0.60 mm lower than MiRS TPW. TPW values are biased slightly high relative to MiRS in dry atmospheres and slightly low in moist ones. The relationship between CSU 1DVAR and MiRS LWP is noisier, but the correlation coefficient of 0.62 is higher than the correlation between MiRS and either MERRA-2 (r = 0.30) or ERA5 (r = 0.51). On average, retrieved LWP is biased slightly low relative to MiRS (by 7.2 g m\(^{-2}\)). The high-density strips along both axes in the bottom panel of Fig. 6 indicate that there are a number of pixels for which CSU 1DVAR retrieves significant cloud water while MiRS does not, and vice versa. An examination of individual retrieved orbits does not reveal any obvious patterns as to when these disagreements occur, but the discrepancies could be related to the use of AMSU-A 23.8-

| Table 1. Summary of key differences between the MiRS and CSU 1DVAR algorithms. |
|---------------------------------|-----------------|
| **CSU 1DVAR**                  | **MiRS**        |
| Input level-1 data             | XCAL L1C \(T_b\) | Operational L1B data |
| Channels used                  | MHS only        | AMSU-A and MHS       |
| Retrieved variables            | Water vapor (profile), LWP, IWP | Temperature (profile), WV (profile), surface emissivity, skin temperature, LWP (profile), GWP (profile) |
| Radiometric bias correction    | Function of EIA and SST; same offsets applied to all satellites | Function of EIA only but computed separately for each satellite |
| Forward model error covariance matrix \(\mathbf{S}_\ell\) | Function of EIA and SST | Fixed, diagonal matrix |
| A priori constraint            | ERA5 for temperature, water vapor, wind speed, SST, and salinity | Climatology with dependence on location, month, time of day |
| Absorption model               | MonoRTM         | CRTM                 |

![Fig. 4. Location of the SuomiNet coastal and island GPS stations used to validate oceanic TPW estimates.](image-url)
31.4-GHz channels by MiRS, which in theory should give additional sensitivity to LWP.

d. TPW validation against GPS ground-based measurements

A second quantitative assessment of the CSU 1DVAR water vapor retrieval was conducted by comparing retrieved TPW from all satellites carrying MHS to near-coincident estimates from SuomiNet GPS stations, following the procedure described in section 3d. Figure 7 compares June 2016 SuomiNet (altitude adjusted) TPW estimates to TPW from CSU 1DVAR, MiRS, and MERRA-2, for each satellite and as a function of SuomiNet TPW. Summary statistics from all matchups during the year 2016 are given in Table 2. Our findings suggest that oceanic TPW from MiRS is biased high, similar to findings by Boukabara et al. (2010) that MiRS TPW from MetOp-A and NOAA-18 is biased high relative to radiosondes and assimilation system analyses. This high bias appears to be more of an issue in low-TPW environments. CSU 1DVAR, on the other hand, is biased high relative to the other products in moist environments. Bias and RMS errors are generally lower for CSU 1DVAR than for MiRS, with a slightly better correlation coefficient, though neither is significantly better than reanalysis.

CSU 1DVAR biases are also more consistent from one MHS satellites to another than are MiRS biases, which is likely related to the use of L1C intercalibrated $T_b$s as opposed to the L1B product used by MiRS. Overall, it appears that the CSU 1DVAR retrieval of MHS TPW performs at least as well as if not better than MiRS, despite the fact that the algorithm makes no direct use of the simultaneous observations by AMSU-A. However, it should be noted that the algorithm takes into account ancillary information from reanalysis that MiRS does not.

e. TPW biases related to EIA

We believe the main strength of the CSU 1DVAR algorithm is its resistance to view angle–related biases, due to the fact that assumed forward model biases and uncertainties are allowed to change with EIA. Figure 8 shows the average bias of MiRS and CSU 1DVAR retrieved TPW values relative to MERRA-2, as a function of EIA. All satellites demonstrate a remarkably similar pattern with respect to the MiRS biases, with MiRS TPW tending to be 1–2 mm higher than MERRA-2 at most view angles, but with a rapidly decreasing bias at EIAs greater than approximately 40°. However, when the CSU 1DVAR algorithm is run with assumed errors that change with SST and view angle, the retrieved TPW

FIG. 5. TPW, LWP, and IWP from MiRS, CSU 1DVAR, ERA5, and MERRA-2, for a MetOp-B overpass off the western coast of South America on 1 Jun 2016. For MiRS, GWP is plotted in place of IWP.
is not only in better agreement with MERRA-2, but is also almost entirely free from EIA-dependent biases.

Given the many differences between MiRS and CSU 1DVAR discussed above, it is natural to ask which factors are most important in reducing the EIA-dependent TPW bias. For instance, the ERA5 water vapor profiles used as a priori information do not themselves show a dependency on satellite view angle. If the retrieved TPW were strongly tied to the a priori, then this could explain the lack of EIA-related bias in the retrieved TPW. However, as shown in Fig. 8, when the CSU 1DVAR retrieval algorithm is run with a constant $S_y$ matrix and constant $T_b$ offsets, but with the exact same a priori profiles, a pattern similar to the MiRS response is seen in the retrieved TPW. However, this does not seem to be the case. As shown in Fig. 8, when the CSU 1DVAR retrieval algorithm is run with a constant $S_y$ matrix and constant $T_b$ offsets, but with the exact same a priori profiles, a pattern similar to the MiRS response is seen in the retrieved TPW. In addition, to test the effect biased a priori information might have on the retrieval, a separate experiment was performed in which output from MiRS was used to provide the a priori water vapor profiles to the CSU 1DVAR algorithm. New retrievals were then run on June 2016 MetOp-B data and the retrieved TPW compared to the original output from CSU 1DVAR ERA5 a priori information. As shown in Fig. 9, this had the effect of slightly increasing the amount of retrieved TPW; however, the EIA-related bias was still mostly eliminated, suggesting that it is not the a priori constraints that are responsible for eliminating scan-dependent bias in the CSU 1DVAR algorithm.

A similar experiment was conducted to test the relative impact of allowing the $S_y$ matrix to change versus allowing the forward model offsets to change according to the EIA and SST. This research was partially motivated by a finding that for synthetic, vapor-only retrievals (not shown), increasing the assumed errors near the edge of scan reduced TPW biases in these areas. However, as shown in Fig. 9, for the full MHS retrieval, when the assumed uncertainties in $S_y$ are already larger to account for the possibilities of clouds, this effect is muted. Changing $S_y$ alone does slightly reduce the EIA-related bias in retrieved TPW (the difference between the nadir and edge-of-scan mean biases decreases by about 0.2 mm), but allowing the offsets to change is much more important in reducing the TPW bias.

Last, given that CSU 1DVAR bins offsets and $S_y$ by both EIA and SST, an experiment was conducted to test the effect of considering each factor by itself. Figure 9 shows that both changes result in differences compared to assuming a fixed $S_y$ and fixed offsets. Binning by SST overall increases the mean retrieved TPW; however, the consistent increase shown in Fig. 9 masks the fact that binning by SST serves to generally increase retrieved TPW in the tropics and decrease it elsewhere, resulting in a net increase in the global mean. Binning error assumptions by EIA appears to be more important in reducing the view angle–related bias, but this step alone is not sufficient to eliminate it. The overall offsets used in the CSU 1DVAR algorithm are not linear in either the EIA or SST dimensions, and it is only when both scan position and atmospheric regime are considered together that the algorithm is able to nearly eliminate the EIA-dependent TPW bias.

5. Conclusions

The CSU 1DVAR retrieval algorithm is an extremely flexible algorithm for retrieving TPW, LWP, and IWP from virtually any spaceborne passive microwave radiometer. While past studies have applied the algorithm to conically scanning instruments, we have demonstrated that the algorithm can be used with cross-track-scanning instruments as well, by applying the algorithm to MHS-observed radiances. Retrieved LWP values are in general agreement with MiRS, and comparisons of retrieved TPW with estimates from SuomiNet and MERRA-2 suggest that, if anything,
CSU 1DVAR estimates of TPW might be more reliable than MiRS.

Our goal in presenting this work is not to suggest that the CSU 1DVAR algorithm is categorically better than MiRS or any other retrieval algorithm, but rather to point to an important way that we believe MiRS and other physically based retrieval algorithms can improve, particularly for cross-track-scanning instruments. We readily acknowledge that MiRS has certain advantages over the CSU 1DVAR algorithm, such as its ability to retrieve values over land, its greater number of retrieved variables, and its nonreliance on any sort of weather model for a priori information. One of the distinctive features of the CSU 1DVAR algorithm is the way that forward model error assumptions are allowed to change based on the SST and EIA of the pixel being considered, and we have demonstrated that this approach nearly eliminates EIA-related biases in the retrieval of TPW from all MHS instruments. Only simulated $T_b$s from MetOp-A (from January 2013) are used when calculating the $S_y$ matrices and associated $T_b$ offsets, yet the same error assumptions are able to nearly eliminate the view angle–related TPW bias not only for MetOp-A but for all other MHS satellites as well, for a completely different time period. This suggests that the errors estimated by the $S_y$ matrix and the radiometric biases

---

**TABLE 2.** Bias (mm), RMS error (mm), and correlation coefficient between 2016 SuomiNet altitude-adjusted TPW estimates and near-coincident estimates from MiRS, CSU 1DVAR, and MERRA-2, categorized by MHS satellite.

<table>
<thead>
<tr>
<th>Product</th>
<th>MetOp-A</th>
<th>MetOp-B</th>
<th>NOAA-18</th>
<th>NOAA-19</th>
</tr>
</thead>
<tbody>
<tr>
<td>MiRS</td>
<td>1.32</td>
<td>3.51</td>
<td>0.978</td>
<td>0.63</td>
</tr>
<tr>
<td>CSU 1DVAR</td>
<td>0.39</td>
<td>3.31</td>
<td>0.980</td>
<td>0.53</td>
</tr>
<tr>
<td>MERRA-2</td>
<td>0.20</td>
<td>3.28</td>
<td>0.978</td>
<td>0.21</td>
</tr>
</tbody>
</table>
corrections are mostly reflective of forward model errors, rather than instrument errors, and that the XCAL intercalibration team has done a good job of creating consistency between the satellite measurements.

The fact that the pattern of MiRS EIA-related TPW biases is so similar across all MHS satellites is supportive of the idea that the inconsistency across the scan is primarily a result of an algorithm shortcoming, or possibly an error common to all MHS instruments (though this seems less likely), rather than an individual sensor calibration issue. A similar pattern is seen in the CSU 1DVAR-retrieved TPW when constant error assumptions are used, but is eliminated once the forward model error covariance matrix and the associated forward model $T_b$ offsets are allowed to grow or shrink according to the SST and EIA. It would be relatively straightforward to apply this approach to other OE-based schemes that rely on assumptions about forward model and observational uncertainties, including MiRS.

We have identified some physical reasons why error assumptions should not be constant. The increased water vapor burden in a warmer atmospheric profile means that MHS channels are sensitive to higher levels of the atmosphere relative to a colder/dryer profile. This increases the uncertainty at channels near the 183-GHz water vapor absorption line, while decreasing the uncertainty at channels such as 89 or 157 GHz for which uncertainties in surface parameters (e.g., emissivity or wind) make up a large part of the total uncertainty in dry atmospheres. To a lesser extent, increasing the EIA has a similar effect, since the increased pathlength means that the channel weighting functions peak slightly higher in the atmosphere and have reduced sensitivity to the surface. However, work remains to be done to better understand residual errors that depend on EIA. While the approach presented here is able to properly account for them and allow for consistent retrievals no matter the EIA, it would be better to be able to pinpoint precisely their cause, whether it be emissivity model errors, FOV inhomogeneities, an instrument design flaw, or something else entirely.

As the focus of satellite meteorology shifts more toward process understanding, and constellations of small satellites become more common, it will be important to be able to consistently compare observations made by one satellite instrument to those made by another,
possibly viewing the scene from a different angle. The CSU 1DVAR algorithm should be especially well suited to this purpose, given its flexibility for use with a multitude of channel combinations and its explicit handling of view angle–induced uncertainties.
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