Effects of the uncertainties of climate change on the performance of hydropower systems
Babak Zolghadr-Asli, Omid Bozorg-Haddad and Xuefeng Chu

ABSTRACT
This study’s objective is to assess the potential impact of climate change on an example under-design hydropower system in the Karkheh River basin, Iran. Based on three water resources performance criteria (reliability, resiliency, and vulnerability), a novel framework was proposed to interpret and cope with the uncertainties associated with such assessments. The results demonstrated the acceptable performance of the system in most months, while there were certain signs for rare low-inflows, and consequently low hydropower generated by the system, due to the climate change. It was found that in terms of these three criteria, the best performances in the climate-change condition occurred in May (80% reliability), December (45% resiliency), and April (19% vulnerability). Yet the worst performances occurred in September (2% reliability), July and August (0% resiliency), and in October (39% vulnerability). These results indicated that the reliability and resiliency of the system would be improved under the climate change condition, while due to the increase of low-inflow incidences, the vulnerability of the system would increase. This suggests that, although the system may not face frequent failures, severe blackouts may occur. With timely consideration of future climatic conditions and appropriate adaptive actions, including additional backup systems for reliable and safe electricity generation, future undesired conditions can be avoided in the basin.
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INTRODUCTION
While the world’s population growth must become a major concern, constant improvements in the welfare and lifestyle of the residents of the ‘blue planet’ may have caused over-exploitation of many natural resources (Singh et al. 2014). Non-renewable energy resources fit the descriptions to be listed in such a category. Modern civilizations require a substantial amount of energy resources. As a result, many communities are currently facing difficulties in meeting such demands. Reportedly, in 2014, the world’s total primary energy supply (TPES) was estimated to be 13,699 Mtoe, which showed an increase of 2.45% compared to 2012. According to the International Energy Agency, some 81% of the global TPES was met by tapping into fossil fuels (coal, oil, and natural gas) (IEA 2016). The represented values are expected to escalate dramatically in the foreseeable future, due to the positive trend in population growth and continuing consumption of natural fuel resources (Dincer & Acar 2015), especially given that a higher rate of population growth is projected for urban areas, which may also have a higher rate of energy demand per capita (Vörösmarty et al. 2000). Nevertheless, the process of fossil fuel formation takes millennials, thus making them limited or
non-renewable resources (Halbouty 1990). In addition to the adverse impacts of such energy resources on the environment, given the fact that the global energy market (one of the most influential financial markets of the world) is currently dominated by such resources (Shafiee & Topal 2009), the world’s economy may be greatly injured by any downturn in the market of fossil fuels (Dincer & Acar 2015). Subsequently, these resources cannot be considered as a long-term and sustainable solution to the rising demand for energy sources. Thus, searching for an alternative energy resource may seem a logical, yet inevitable, approach. These alternative resources should not only be easily accessible throughout the world, but must also have the least adverse environmental impacts (e.g. emission of greenhouse gases). Additionally, these alternative resources can be categorized as renewable resources.

Currently, the most viable and environmentally friendly resources that could be considered as an alternative to fossil fuels are solar, wind, ocean, hydropower, biomass, and geothermal energy. However, among the proposed alternative energy resources, some may have more suitable characteristics. Solar and wind energy, for instance, have an intermittent and fluctuating nature, and to ensure a steady energy generation, additional backup systems may be required. However, hydropower plants, due to their unique nature, may be a more suitable choice than others. Accounting for nearly 20% of electricity production worldwide, hydropower is, by far, the most suitable renewable energy source (Dincer & Acar 2015). Future energy market predictions projected that this resource may remain as one of the most viable options, regardless of the future targets of energy markets in many countries (IPCC 2014a).

While hydropower has many advantages over traditional and most other renewable energy resources, it can also affect and be affected by any upcoming changes in both global or regional climate behaviors, due to its direct dependence on the magnitude and timing of streamflow. Therefore, the viability of hydropower projects at its current or planned status remains in question under the projected changes in the climatic behavior, and spatial and temporal streamflow changes associated with such phenomena (IPCC 2014a).

Loosely, the term ‘climate change’ refers to any change in the long-term average or extreme climatic behavior of a region. While climate change projections demonstrate a positive trend in the average global temperature (IPCC 2014a, 2014b), such a decisive statement does not imply any regional scale behaviors of the temperature or any other climatic variables. Evidently, these changes may exacerbate the situation of water resources in arid and semi-arid regions, including the Middle East and North African nations, which, needless to say, are already experiencing mild to severe water stress due to the limited water availability and growing water demands (Sowers et al. 2011). Although the viability of hydropower projects coincide with these upcoming changes in the climate, mitigation and adaptive measurements do not have high priority in these nations (Sowers et al. 2011), in which aggressive development plans rely solely on historical rather than climate change conditions. This may be due to the fact that climate change is tied with numerous uncertain projections, which may add complexity to an already complex problem.

In fact, the basic core of any scientific research is striving for an objective perspective. Yet, inevitably, there will be some cases in any scientific assessment which may require unbiased adept choices. In climatic sciences, for instance, such decisions may revolve around the adaptation of global circulation models (GCMs), downscaling techniques, hydrological models, and other such matters. Due to the fact that in many of these cases there is no specific advantage or logical priority over a variety of possible options that can produce feasible results, such choices are considered as sources of uncertainty (Zolghadr-Asli 2017). The concept of uncertainty is an insuperable characteristic of natural phenomena’s behavioral pattern predictions. Such a lack of certainty originated either from the lack of information (aleatoric uncertainty) or the nature of the phenomenon (epistemic uncertainty). It is common to partition the uncertainty surrounding climate change into four main categories: (1) scenario uncertainty; (2) model uncertainty; (3) internal variability and initial condition uncertainty; and (4) forcing and boundary condition (Collins & Allen 2002; Yip et al. 2011). Such uncertainties can generate numerous feasible projections for climatic behavior in both regional and global scales, which in turn can affect the anticipated performance of hydropower projects.
Given the indispensable role of hydropower in both developing and developed nations, comprehensive studies are required to shed light on the plausible impacts of climate change on the performances of hydropower projects. Consequently, numerous studies were aimed at assessing hydropower generation under the climate change condition (e.g. Switzerland (Westaway 2000; Schafﬁli et al. 2007), Sweden (Bergström et al. 2001), the Colombia River basin (Payne et al. 2004), the Colorado River basin (Christensen et al. 2004), California (Medellín-Azuara et al. 2008; Vicuña et al. 2008; Connell-Buck et al. 2011; Guégan et al. 2012), Canada (Minville et al. 2009, 2010), Scotland (Sample et al. 2015), Brazil (Prado et al. 2016), China (Liu et al. 2016), India (Chandel et al. 2016), Portugal (Teotónio et al. 2017), and the Niagara River basin (Meyer et al. 2017)). As evidenced by the aforementioned literature review, while most developed nations are consistently updating their climate change estimations and the plausible impacts of such changes on the performances of hydropower projects, most developing nations, including but not limited to the Middle Eastern countries, either completely ignore the impact of climate change on hydropower projects or fail to update their climate change projections in such assessments. Subsequently, while developed nations can devise mitigation and adaptation plans for their ongoing hydropower projects, most hydropower projects in developing nations may be based on either overestimated streamﬂow (climate change exacerbates the water resources conditions and the projects cannot work with the full design capacity), or underestimated streamﬂow (climate change improves the water resources conditions and the projects fail to harness the full potential of the regions’ capacity for hydropower generation) (IPCC 2014b).

The main objective of this study is to propose a framework through which the decision-makers are able to interpret and analyze the potential impact of climate change on hydropower and evaluate the uncertainties that are associated with such assessments. With ease of use and, relatively, fewer computational requirements, the proposed approach, which is based on the water resources performance criteria, can help the water resources decision-makers to cope with uncertainties associated with hydropower systems and climate change. To demonstrate the aforementioned framework, the Karkheh River basin hydropower system in Iran was selected. The climate change scenarios of the fifth assessment report (AR5) of the IPCC, namely representative concentration pathways (RCPs), were used. The datasets from the second generation of the Canadian Earth System Model (CanESM2) were downscaled using both the change factor technique and the statistical downscaling model (SDSM). The 4-reservoir hydropower system (Sazbon-e Jariani, Sazbon-e Makhzani, Seimareh, and Karkheh Jariani reservoirs) was simulated under both baseline and climate change conditions. The uncertainties associated with the results were then evaluated using the central tendency (mode, median, and average) and disperse indicators (range, standard deviation, and skewness), as well as a framework which was based on the probability-based performance criteria (PBPC), in terms of reliability, resiliency, and vulnerability.

MATERIALS AND METHODS

This section discusses the data processing procedures required for constructing climatic scenarios, transforming the generated climatic scenarios into hydrological data, and finally simulating the hydropower systems and analyzing the uncertainties associated with the produced results. The basic steps of the proposed procedures are schematically shown in Figure 1.

Construction of climate scenarios

Constructing the climate scenarios is based upon three major steps. The initial step is to introduce the assumptions regarding the future behavior of climatic drivers. Such scenarios are designed to ease the assessment for future developments of complex systems that are either inherently unpredictable, or are associated with high scientific uncertainties. For years, emissions scenarios from the ‘special report on emissions scenarios’ (SRES) (IPCC 2007) were used as the main source for exploring uncertainties from anthropogenic climate drivers. However, a new concept called Representative Concentration Pathways (RCPs) (Van Vuuren et al. 2011) has been proposed and used in recent studies.
RCPs are newly defined scenarios that specify the concentrations of greenhouse gases and their plausible emission patterns. However, unlike the previous IPCC’s emission scenarios, they are not directly centered around socio-economic storylines, but rather based on a different approach that includes more consistent short-lived gases and land use changes (IPCC 2013). In fact, the term ‘RCPs’ is deliberately chosen to emphasize that these trajectories are not definitive emission scenarios, but rather sets of time-dependent forcing projections that could potentially represent more than one underlying socio-economic scenario (Van Vuuren et al. 2011; Zolghadr-Asli 2017).

RCPs are identified by the approximate values of their radiative forcing (RF) (W/m²). RCP 2.6, which represents the most optimistic projection compared to the four most common RCPs, peaks at 3.0 W/m² and then declines to 2.6 W/m² by the year 2100. RCP 4.5 and RCP 6.0, which represent moderate projections for upcoming changes in the climate, stabilize after 2100 at 4.2 and 6.0 W/m², respectively; while RCP 8.5, which is the most pessimistic climate change projection, reaches 8.3 W/m² in 2100 on a rising trajectory (IPCC 2013). Ultimately, the primary objective of these scenarios is to provide all input data necessary to run comprehensive climate models. Note that due to the substantial uncertainties in RF trajectories, these forcing values represent comparative markers, rather than the exact forcing values.

The second step for constructing the climate scenarios is to simulate the global climatic behavior in response to the assumed RCPs by using CanESM2. CanESM2 integrates an atmosphere-ocean general circulation model, a land-vegetation model, and five terrestrial and oceanic interactive carbon cycles (Chylek et al. 2011a). The results of adopting this model in various climate studies have demonstrated its model’s potential, given the considerable improvement in its simulation results compared to the earlier versions of the CanCM3 and CCSM3 models. For instance, Chylek et al. (2011a) explored the application of CanESM2 and its potential weaknesses and strengths in the global climatic simulation. Although they were able to demonstrate the vast capabilities of this model for the global climatic simulation, they were unable to conclusively pinpoint the reason behind this advantage. However, such a model improvement can probably be attributed to more realistic treatment of atmospheric aerosols (Mishchenko et al. 2010), surface use changes (Pielke et al. 2002, 2007), and introduction of clouds in the simulation process (Polyakov & Johnson 2000; Dijkstra et al. 2006; Chylek et al. 2011a, 2011b). Note that CanESM2 uses a Gaussian 128 × 64 grid to simulate the earth’s climatic behavior. The resolution of this model is (2.8°, 2.8°) (longitude, latitude) for the atmosphere, and (1.4°, 1.4°) (longitude, latitude) for the ocean (Chylek et al. 2011a, 2011b).

Chiefly, GCM projections use a large-scale computational grid (resolution) in terms of time and space, which resultantly reduces the accuracy of the generated results.

Figure 1 | Flowchart of the proposed methodology.
for most regional study areas. There are also techniques available for downscaling the GCM outputs to a specific region or study area of interest. Consequently, the final step in the climate construction procedure is spatial, or in some cases even temporal, downscaling of the GCM outputs. Among numerous methods available for downscaling climatic data, weather typing approaches involve grouping local meteorological data in order to prevail patterns of atmospheric circulation. Weather pattern downscaling, generally speaking, is founded on sensible linkages between climate on the large scale and weather at the local scale. This family of techniques is also applicable to a wide variety of environmental variables, as well as multi-site applications (Wilby & Dawson 2007).

The change factor technique is utilized for simple spatial downscaling (Adhikari et al. 2016). In this simple weather typing approach, the climate scenarios are obtained by computing the differences (or ratio, depending on the nature of the climate variables) between the averages of the GCM dataset for the climate change period and the corresponding averages of the model’s simulation results for the baseline period. The changes in air temperature are usually expressed as differences, whereas for rainfall changes, ratios are commonly used (Wilby & Harris 2006; Adhikari et al. 2016). The air temperature and rainfall changes in the change factor downscaling procedure can be expressed as:

\[ \Delta T_i = T_{i,\text{fut}} - T_{i,\text{base}} \]  

\[ \Delta P_i = \frac{P_{i,\text{fut}}}{P_{i,\text{base}}} \]  

\[ T_i = T_{i,\text{obs}} + \Delta T_i \]  

\[ P_i = P_{i,\text{obs}} \times \Delta P_i \]  

in which \( \Delta T_i \) and \( \Delta P_i \) = average long-term monthly air temperature and rainfall changes for month \( i \), respectively; \( T_{i,\text{fut}} \) and \( P_{i,\text{fut}} \) = average long-term monthly air temperature and rainfall for month \( i \) simulated by the GCM for the climate change period, respectively; \( T_{i,\text{base}} \) and \( P_{i,\text{base}} \) = average long-term monthly air temperature and rainfall for month \( i \) simulated by the GCM for the baseline period, respectively; \( T_{i,\text{obs}} \) and \( P_{i,\text{obs}} \) = observed air temperature and rainfall for month \( i \), respectively; and \( T_i \) and \( P_i \) = air temperature and rainfall for month \( i \) in the climate change period, respectively.

Although the simplicity of the change factor technique is to be considered as an advantage, and in fact such ease of calculation does not necessarily induce errors in the procedure of climate scenario construction, it should be noted that the weather typing schemes, in general, can have a parochial perspective on the downscaling procedure, due to a poor basis of downscaling rare extreme events, which has a tendency to depend on the stationary circulation-to-surface climate relationships. Potentially, the most serious limitation is that rainfall changes produced by changes in the frequency of weather patterns are seldom consistent with the changes produced by the host GCM (Wilby & Dawson 2007; Zolghadr-Asli 2017). Thus, it is advisable to couple the results of such methods with other approaches, to ensure the accuracy of the downscaling methods. Subsequently, the SDSM was additionally employed in this study to facilitate the rapid development of multiple, low-cost, and single-site scenarios of daily surface weather variables under the baseline and future regional climate forcing (Wilby et al. 2002). The accurate performance of SDSM, which loosely speaking can be described as a multi-regression, water generator downscaling model, has been tested in many studies (e.g. Hashmi et al. 2011; Meenu et al. 2013; Sobhani et al. 2016). For more information on the basic principle and applications of SDSM, readers can refer to Wilby et al. (2002) and Wilby & Dawson (2007).

Hydrological simulations: estimating the water resources conditions under climate changes

Hydrologic simulation is required to transform the constructed climatic scenarios into the hydrologic response to the climate change. IHACRES (identification of unit hydrographs and component flows from rainfall, evaporation, and streamflow data) is a lumped, semi-conceptual model (Jakeman & Hornberger 1995), which has been proven to be an efficient option for such a task (e.g. Hansen et al. 1996; Dye & Croke 2003; Abushandi & Merkel 2005). Perhaps one of the major advantages of the IHACRES
model over other commonly-used rainfall-runoff models (e.g. Chen et al. 2015; Taormina et al. 2015; Wang et al. 2015) is its minimal input data requirement (air temperature and rainfall) (Jakeman & Hornberger 1993). Basically, the IHACRES model is composed of two modules: (1) a non-linear loss module, which converts the observed rainfall into the effective rainfall; and (2) a linear unit hydrograph module, which, in essence, converts the effective rainfall into the simulated streamflow (Jakeman & Hornberger 1993) (Figure 2).

Naturally, the IHACRES model needs to be calibrated and validated. The three quantitative statistical parameters used to evaluate the performances of the IHACRES model include: Nash–Sutcliffe efficiency (NSE) coefficient (Nash & Sutcliffe 1970), percent bias (PB) (Gupta et al. 1999), and ratio of root-mean-square error (RMSE) to observations standard deviation (RSR) (Moriasi et al. 2007), which are respectively given by:

\[
\text{NSE} = 1 - \frac{\sum_{t=1}^{N} (x_{\text{obs}}^t - x_{\text{sim}}^t)^2}{\sum_{t=1}^{N} (x_{\text{obs}}^t - \bar{x}_{\text{mean}})^2}
\]

(5)

\[
\text{PB} = \frac{\sum_{t=1}^{N} (x_{\text{obs}}^t - x_{\text{sim}}^t)}{\sum_{t=1}^{N} x_{\text{obs}}^t} \times 100
\]

(6)

\[
\text{RSR} = \frac{\sqrt{\sum_{t=1}^{N} (x_{\text{obs}}^t - x_{\text{sim}}^t)^2}}{\sqrt{\sum_{t=1}^{N} (x_{\text{obs}}^t - \bar{x}_{\text{mean}})^2}}
\]

(7)

where \(x_{\text{obs}}^t\) and \(x_{\text{sim}}^t\) = observed and simulated streamflow in the \(t^{th}\) time step, respectively; \(\bar{x}_{\text{mean}}\) = mean of the observed streamflow data; and \(N\) = number of time steps. NSE ranges from \(-\infty\) to 1.0 (1.0 for a perfect fit); and RSR ranges from 0 to \(+\infty\) (0 for a perfect fit) (Moriasi et al. 2007). For a monthly time step, a PB value between \(-25\) and \(+25\%\), an NSE value greater than 0.5, or an RSR value less than or equal to 0.7 is considered satisfactory (Moriasi et al. 2007; Adhikari et al. 2016).

Hydropower simulation

Hydropower simulation, naturally, is the prerequisite step to quantify the impacts of climate change on a hydropower system. Modeling of a hydropower system includes simulations of both water and power, which can be respectively expressed as Equations (8)–(14) (for water) and Equations (15)–(18) (for power):

\[
S_{p(t+1)} = S_{p(t)} + Q_{p(t)} + M_{nRes}R_{p(t)} - \text{Loss}_{p(t)}
\]

(8)

\[
\text{Loss}_{p(t)} = A_{p(t)} \times E_{w(t)}
\]

(9)

\[
A_{p(t)} = G[S_{p(t)}]
\]

(10)

\[
\text{Sp}_{p(t)} = \left[\text{Smax}_{p} - \text{AW}_{p(t)}\right] - \left[\text{Smax}_{p} - \text{AW}_{p(t)}\right]
\]

(11)

\[
\text{AW}_{p(t)} = S_{p(t)} + Q_{p(t)} + M_{nRes,nRes}R_{p(t)} - \text{Loss}_{p(t)}
\]

(12)

\[
0 \leq \text{Re}(r, t) \leq \text{Rmax}_{r}, \quad r = 1, \ldots, nRes; t = 1, \ldots, N
\]

(13)

\[
\text{Smin}_{r} \leq S_{p(t)} \leq \text{Smax}_{r}, \quad r = 1, \ldots, nRes; t = 1, \ldots, N
\]

(14)

\[
PP_{p(t)} = \frac{\gamma_{w} \times \delta \times \eta_{r} \times \Delta H_{p(t)} \times R_{p(t)}}{86400 \times \text{Countday}_{i} \times \eta_{r}}
\]

(15)

\[
\Delta H_{p(t)} = H_{p(t)} - TW_{p(t)}
\]

(16)

\[
H_{p(t)} = F[S_{p(t)}]
\]

(17)

![Figure 2](https://example.com/figure2.png)

**Figure 2** | Flowchart of the IHACRES model.
\[ TW_{r,t} = Y[Re_{r,t}] \quad r = 1, \ldots, nRes; t = 1, \ldots, N \]  

in which \( S_{r,t} \) and \( S_{r,t+1} \) = stored water volume in the \( r \)th reservoir at the \( t \)th and \( (t+1) \)th time-step, respectively; \( Q_{r,t} \) = upstream inflow volume to the \( r \)th reservoir at the \( t \)th time step; \( M_{nRes} \) = reservoirs’ connection matrix; \( Re_{r,t} \) = released water volume from the \( r \)th reservoir at the \( t \)th time step; \( Sp_{r,t} \) = spilled water volume from the \( r \)th reservoir at the \( t \)th time step; \( Loss_{r,t} \) = lost volume of water due to evaporation for the \( r \)th reservoir at the \( t \)th time step; \( A_{r,t} \) = water surface area of the \( r \)th reservoir at the \( t \)th time step; \( Et_{r,t} \) = evaporation water depth of the \( r \)th reservoir at the \( t \)th time step; \( G|] \) = simulating function of the stored water’s surface area; \( AW_{r,t} \) = available water in the \( r \)th reservoir at the \( t \)th time step; \( Smax_{r} \) = storage capacity of the \( r \)th reservoir; \( Smin_{r} \) = dead storage of the \( r \)th reservoir; \( PP_{r,t} \) = generated hydropower by the \( r \)th reservoir at the \( t \)th time step; \( \gamma_{W} \) = water specific weight; \( g \) = gravitational acceleration; \( n_{r} \) = plant factor for the \( r \)th reservoir’s hydropower system; \( \Delta H_{r,t} \) = height difference between the reservoir water level and the tailwater level of the \( r \)th reservoir at the \( t \)th time step; \( Countday_{r,t} \) = number of days within the \( t \)th time step; \( n_{r} \) = plant factor for the \( r \)th reservoir’s hydropower system; \( H_{r,t} \) = water level of the \( r \)th reservoir at the \( t \)th time step; \( TW_{r,t} \) = height of downstream water for the \( r \)th reservoir at the \( t \)th time step; \( F|] \) = simulating function of the water level; \( Y|] \) = simulating function of the tailwater level; and \( nRes \) = total number of reservoirs.

A common approach to manage withdrawal of the stored water is to establish seasonal targets for water level control. These predefined rules, i.e. rule curves (RCs), determine how the operator should behave at any given state of the reservoir (Zolghadr-Asli et al. 2016a). RCs are established as an attempt to balance various water needs such as flood control, hydropower, water supply, navigation, fish and wildlife habitat, recreation, and others (Mower & Miranda 2013). One of the most basic RCs is the standard operating policy (SOP). A SOP operating system attempts to release water given the water demand at the current step time, with no regards to the future. The SOP is basically designed to operate reservoirs with downstream demands (e.g. agricultural or municipal water demands). Figure 3 shows the flowchart of the hydropower system SOP, which is developed for reservoirs that are working in series.

**Performance criteria**

Various criteria have been applied to assess the performance of water resources systems. Such performance criteria are as simple as the average of a specific output or more complex entities such as the PBPC (Texas Commission on Environmental Quality 2007). It is common to tailor the performance criteria to specific objectives of a water system (Zolghadr-Asli et al. 2016b).

Hashimoto et al. (1982a, 1982b) pioneered the probability based performance assessment for water resources systems. Since the introduction of the PBPC, many studies have reviewed these criteria (e.g. Fiering 1982; Moy et al. 1986; Kundzewicz & Laski 1995; Srinivasan et al. 1999), and some researchers also proposed changes in their definitions (e.g. El-Baroudy & Simonovic 2004; Ermini & Ataoui 2013; Zolghadr-Asli et al. 2016b). However, the most fundamental and common PBPCs are resiliency, reliability, and vulnerability (RRV). Basically, reliability refers to the probability of a successful performance of a system; resiliency measures the probability of successful functioning, following failure of a system; and vulnerability quantifies the severity of the probable failures during the operation. While reliability and resiliency are dimensionless, vulnerability may have dimensionality.

According to the reliability criterion, the system state \([X_{r,t}]\) is divided into Success (S) and Failure (F). While each water resources system has unique definitions of success and failure, the state of a hydropower system can be defined as:

\[ X_{r,t} = \begin{cases} 
1 & \text{if} \quad PP_{r,t} = PPC_r \\
0 & \text{if} \quad PP_{r,t} \neq PPC_r 
\end{cases} \quad r = 1, \ldots, nRes; t = 1, \ldots, N \]  

Using the system state, the reliability of a hydropower system can be expressed as:

\[ \alpha_r = \frac{\sum_{t=1}^{N} X_{r,t}}{N} \quad r = 1, \ldots, nRes \]
Figure 3 | Flowchart of the hydropower system SOP (Notes: PPCr – hydropower plant capacity of the rth reservoir; \( R_{ppc,r,t} \) – maximum volume of water that can be withdrawn from the rth reservoir at the tth time step without violating the introduced constraint in Equation (13); and \( R_{min,r,t} \) – maximum volume of water that can be withdrawn from the rth reservoir at the tth time step without violating the introduced constraint in Equation (14)).
in which $\alpha_r$ = reliability of the $r$th reservoir’s hydropower system. Reliability has a range of [0,1].

The resiliency criterion of a hydropower system, which is defined as the conditional probability of a successful state event given that a failure event has occurred, can be defined as:

$$\gamma_r = \frac{\sum_{t=1}^{N} W_{(r,t)}}{N - \sum_{t=1}^{N} W_{(r,t)}} \quad r = 1, \ldots, nRes$$  \hspace{1cm} (21)

in which, $\gamma_r$ = resiliency of the $r$th reservoir’s hydropower system; and $W_{(r,t)}$ is given by:

$$W_{(r,t)} = \begin{cases} 1 & \text{if } X_{(r,t)} = 1 \& X_{(r,t)} = 0 \\ 0 & \text{else} \end{cases} \quad r = 1, \ldots, nRes; t = 1, \ldots, N$$  \hspace{1cm} (22)

Note that resiliency has a range of [0,1].

Unlike reliability and resiliency, vulnerability does not have a unique definition. While many interpretations of vulnerability are effective in system assessments, they are also subject to certain drawbacks (Zolghadr-Asli et al. 2016b). In order to overcome these drawbacks, the vulnerability of a hydropower system can be redefined as:

$$v_r = \frac{\sum X_{(r,t)} \cdot e_{(r,t)}}{PPC_r} \quad r = 1, \ldots, nRes$$  \hspace{1cm} (23)

$$f_{(r,t)} = PPC_r - PP_{(r,t)} \quad r = 1, \ldots, nRes; t = 1, \ldots, N$$  \hspace{1cm} (24)

in which, $v_r$ = vulnerability of the $r$th reservoir’s hydropower system; $f_{(r,t)}$ = severity of each probable failure for the $r$th reservoir’s hydropower system at the $t$th time step; and $e_{(r,t)}$ = a weight specified for each probable failure in the $r$th reservoir’s hydropower system at the $t$th time step, which is given by:

$$e_{(r,t)} = \frac{f_{(r,t)}}{\sum X_{(r,t)} \cdot f_{(r,t)}} \quad r = 1, \ldots, nRes; t = 1, \ldots, N$$  \hspace{1cm} (25)

Consequently, the vulnerability of a hydropower system can be rewritten as:

$$v_r = \frac{\sum X_{(r,t)} \cdot f_{(r,t)}^2}{\sum X_{(r,t)} \cdot f_{(r,t)}} \quad r = 1, \ldots, nRes$$  \hspace{1cm} (26)

Note that, as far as the operation and performance analyses of such a hydropower system are concerned, the proposed definition of vulnerability (Equation (26)) is considered as a novel attempt, and, as stated earlier, given the conceptual advantages of the proposed formulation of vulnerability, a more accurate evaluation of the hydropower system can be expected by employing the aforementioned proposition for the vulnerability criterion.

The PBPC and RRV have been proven to be effective for evaluating water resources systems. The flexibility, along with other merits such as avoidance of unnecessary computational complexity, makes them a logical first choice for water resources systems analysis (Butler et al. 2014). While the preliminary application of the aforementioned criteria is to quantify the performance of any system, given the probabilistic nature of these criteria, RRV can also be used to analyze the uncertainties that are associated with complex systems. Although a few have attempted to employ these criteria to deal with uncertain conditions of water resources (e.g. Fowler et al. 2005; Ashofteh et al. 2016; Mateus & Tullos 2016), to the best of our knowledge, no comprehensive yet easily computable framework has been developed based upon the RRV criteria in order to analyze the uncertainties of complex hydropower systems.

**STUDY AREA**

As stated earlier, many developing nations neglect to assess the potential impacts of climate change on the performance of hydropower systems. In Iran, the second largest country in the Middle East, for instance, hydropower production plays a crucial role in supplying the peak power demand. While hydropower accounts for approximately 11% of the nation’s electricity and is thus, by far, the largest renewable energy source, such assessments have minimal impact on the design phase of hydropower systems. Considering the boom in global hydropower (Zarfl et al. 2015), Iran is also actively attempting to expand its hydropower systems. Currently, most of Iran’s hydroelectric plants are concentrated in three major river basins: the Karun, Dez, and Karkheh River basins. The Karkheh River basin can be listed as one of the three most productive basins in Iran in terms of total surface water flow and subsequently the potential for
hydropower generation. Consequently, Iranian authorities actively pursue the expansion of the Karkheh River basin’s capacity for hydroelectricity generation. Given the value of hydropower and its current development state in the Middle East, in this study the Karkheh River basin was selected as an example to demonstrate the proposed framework. Additionally, such studies also underline the value of proactive assessment of the impacts of climate change on the performance of hydropower systems. It should be noted that such studies are considered as the bedrocks on which further milestone, in-depth risk assessment studies ought to be based, since evaluating the extremes in a risk analysis for design or planning of water resources systems requires further investigations and finer spatial and temporal scales.

The Karkheh River originates from the Zagros Mountains in west Iran. After a journey of approximately 900 km, the Karkheh River discharges into the Hoor-Al-Azim swamp at the Iran–Iraq border. The Karkheh River basin, with a catchment area of 51,000 km², is located in the south-western region of Iran (latitude: 30–35° N; longitude: 46–49° E). The elevation of the Karkheh basin varies from a few meters above sea level (m.a.s.l.), mostly in the southern part of the basin, to more than 3,500 m.a.s.l. in the northeast part of the basin. Dominated by the Mediterranean climate, more than 64% of the annual water flow occurs from January to May.

The basin experiences high spatio-temporal variations in rainfall and air temperature (Muthuwatta et al. 2010). The southern part of the basin receives an average annual rainfall of approximately 150 mm, while in the northern and northeast parts of the basin, it is as high as 1,000 mm. The air temperature in this area, however, ranges from −25 to 50 °C. Thus, the southern area of the catchment can be classified as semi-arid with mild winters and long hot summers, while the northern parts and the alpine regions have cold winters and mild summers. Figures 4 and 5, respectively, show the average monthly rainfall and air temperature data at four climate stations in the basin. Based on the elevations and relative locations in the basin, all stations are grouped into north, center, and south (Table 1).

The average annual discharge of the Karkheh River is 5,916 million m³ (MCM). Major water consumers in the basin include agricultural, municipal, and fish farming users (Jamali et al. 2015). In the northern parts of the basin, both rainfed and irrigated agricultural practices are adopted. In the drier southern regions of the basin, however, irrigated agriculture is the dominant practice. In order to enhance the accuracy of hydrologic simulation, the Karkheh River basin is divided into two major parts: the upstream river (namely Seimareh River) and the downstream river (Karkheh River) (Figure 6), and separate model calibration is performed for each part.

Given the great potential of the Karkheh River basin for hydroelectric generation, many hydropower projects are

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Climate stations in the study area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Station</td>
<td>Elevation (m.a.s.l.)</td>
</tr>
<tr>
<td>Polchehr</td>
<td>1,275</td>
</tr>
<tr>
<td>Champez</td>
<td>380</td>
</tr>
<tr>
<td>Abdolkhan</td>
<td>40</td>
</tr>
<tr>
<td>Hamidieh</td>
<td>20</td>
</tr>
</tbody>
</table>

m.a.s.l., meters above sea level.
RESULTS AND DISCUSSION

Constructed climate change scenarios

This study used the CanESM2 model to simulate rainfall and air temperature for the RCP 2.6, RCP 4.5, and RCP 8.5 scenarios. The baseline period ranged from 1980 to 2009, while the climate change period included 90 years from 2010 to 2099. Using the change factor technique and SDSM, the results from the CanESM2 model were then downscaled. Brief summaries of the constructed climate scenarios using the change factor technique and SDSM are shown in Tables 3 and 4, respectively.

The results of the change factor technique indicated that, while the basin’s average air temperature rose in all the scenarios, the patterns of rainfall could vary in each constructed scenario. For instance, the change factor technique predicted an increase of 0.5, 0.6, and 0.8 °C in the average air temperature for RCP 2.6, RCP 4.5, and RCP 8.5, respectively. As shown in Table 4, the results of the SDSM show increases in both rainfall and air temperature. Also, these predicted changes are more extreme than those from the change factor techniques. According to Table 4, for instance, an increase of 0.7, 0.8, and 1.1 °C in the average air temperature could be expected for RCP 2.6, RCP 4.5, and RCP 8.5, respectively.

A comparison of the results from the change factor technique and SDSM confirms the fact that SDSM could provide a better prediction, especially for extreme climate conditions. The changes in the frequency of climate patterns are seldom consistent with those produced by the host GCM, except for the cases in which additional predictors (e.g. atmospheric humidity) are employed (Wilby & Dawson 2007). As a result, the change factor technique would generate milder changes, while SDSM could predict stronger changes.

After construction of the climate scenarios, the basin’s hydrologic responses to such upcoming events were then simulated using the IHACRES model. Additionally, the model was calibrated separately for the basin’s main upstream river (Seimareh River) and downstream river (Karkheh River). The quantitative statistical parameters for evaluating the calibration and validation results are listed...
Table 3 | Differences between the climate change conditions predicted by the change factor technique for 2010–2039, 2040–2069, and 2070–2099 and the baseline condition (1980–2009)

<table>
<thead>
<tr>
<th>Year Location</th>
<th>Rainfall (mm)</th>
<th>Air temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>Min.</td>
<td>Average</td>
</tr>
<tr>
<td>RCP 2.6</td>
<td>-5.2</td>
<td>-0.2</td>
</tr>
<tr>
<td>Center</td>
<td>-8.1</td>
<td>-0.5</td>
</tr>
<tr>
<td>South</td>
<td>-10.9</td>
<td>-0.4</td>
</tr>
<tr>
<td>North</td>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Center</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>South</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>RCP 4.5</td>
<td>North</td>
<td>-4.1</td>
</tr>
<tr>
<td>Center</td>
<td>-4.5</td>
<td>0.1</td>
</tr>
<tr>
<td>South</td>
<td>-9.8</td>
<td>0.0</td>
</tr>
<tr>
<td>North</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>Center</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>South</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>RCP 8.5</td>
<td>North</td>
<td>-4.1</td>
</tr>
<tr>
<td>Center</td>
<td>-6.3</td>
<td>0.0</td>
</tr>
<tr>
<td>South</td>
<td>-10.2</td>
<td>0.3</td>
</tr>
<tr>
<td>North</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>Center</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>South</td>
<td>0.2</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 4 | Differences between the climate change conditions predicted by SDSM for 2010–2039, 2040–2069, and 2070–2099 and the baseline condition (1980–2009)

<table>
<thead>
<tr>
<th>Year Location</th>
<th>Rainfall (mm)</th>
<th>Air temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>Min.</td>
<td>Average</td>
</tr>
<tr>
<td>RCP 2.6</td>
<td>-9.3</td>
<td>3.2</td>
</tr>
<tr>
<td>Center</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>South</td>
<td>-7.5</td>
<td>1.1</td>
</tr>
<tr>
<td>North</td>
<td>-0.7</td>
<td>0.2</td>
</tr>
<tr>
<td>Center</td>
<td>-0.1</td>
<td>1.1</td>
</tr>
<tr>
<td>South</td>
<td>-12.6</td>
<td>0.8</td>
</tr>
<tr>
<td>RCP 4.5</td>
<td>North</td>
<td>-6.8</td>
</tr>
<tr>
<td>Center</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>South</td>
<td>-12.6</td>
<td>0.8</td>
</tr>
<tr>
<td>RCP 8.5</td>
<td>North</td>
<td>-3.9</td>
</tr>
<tr>
<td>Center</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>South</td>
<td>-9.6</td>
<td>1.6</td>
</tr>
<tr>
<td>RCP 8.5</td>
<td>North</td>
<td>-3.9</td>
</tr>
<tr>
<td>Center</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>South</td>
<td>-9.6</td>
<td>1.6</td>
</tr>
</tbody>
</table>

in Table 5. The observed and simulated streamflows of the Seimareh River and Karkheh River are illustrated in Figures 7 and 8, respectively. As shown in Table 5, all indicators are in the acceptable ranges. Table 6 summarizes the predicted flows of both rivers (Seimareh River and Karkheh River) for the constructed climate scenarios. The
results indicated that mostly SDSM predicted higher values for average and minimum streamflow, while the change factor technique predicted higher values for maximum streamflow.

Finally, in order to quantify the impacts of climate change on hydropower systems, and analyze the uncertainties that are associated with such assessments, the hydropower system SOP (Figure 3) was applied to the four-reservoir hydropower system for both baseline and climate change conditions. Figures 9 and 10 respectively show the box plots of the system’s total hydropower generation under the assumptions of RCP 2.6, using the results downscaled by the change factor technique and SDSM. Additionally, as an example, Table 7 summarizes the central tendency (mode, median, and average) and disperse indicators (range, standard deviation, and skewness) for January under both baseline and climate change conditions.

For the central tendency in January, the mode of the total hydropower generated by the system for both baseline and climate change conditions is 1,506 MW. In fact, this would also be the case for all other months, except August, September, and October. Knowing that this value is also the capacity of the hydropower system could be a sign of a well-designed system. Additionally, comparison of the median of the hydroelectricity generated for the baseline condition (1,433 MW) and the climate change conditions revealed that in at least half of the time in January the results produced by the change factor technique had a lower median, while SDSM yielded hydroelectricity production with a higher median than that for the baseline condition. This would also be the case in February, June, August, September, October, November, and December. In March, April, and May, the same median was obtained for the baseline and climate change conditions. In July, the median under both climate change conditions was higher than

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Quantitative evaluations of model calibration and validation results for Seimareh River and Karkheh River</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seimareh River</td>
<td>Calibration</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>NSE</td>
</tr>
<tr>
<td></td>
<td>PB</td>
</tr>
<tr>
<td></td>
<td>RSR</td>
</tr>
<tr>
<td>Karkheh River</td>
<td>Calibration</td>
</tr>
<tr>
<td></td>
<td>PB</td>
</tr>
<tr>
<td></td>
<td>RSR</td>
</tr>
<tr>
<td>Validation</td>
<td>NSE</td>
</tr>
<tr>
<td></td>
<td>PB</td>
</tr>
<tr>
<td></td>
<td>RSR</td>
</tr>
</tbody>
</table>

NSE, Nash–Sutcliffe model efficiency coefficient; PB, percent bias; and RSR, ratio of root-mean-square error.

Figure 7 | Simulated and observed streamflow of Seimareh River.
that for the baseline condition. Another way to analyze the central tendency of the hydropower generations is to use the average of the data. For instance, a comparison between the average values for the baseline and climate change conditions revealed that the system showed a better performance under the baseline condition than the condition of climate changes projected by the change factor technique. However, the condition and performance of the system were improved for the SDSM results. In fact, this was the case for the rest of the months.

In addition, to gain a comprehensive overview of the generated results, the disperse indicators were also analyzed. The results indicated that in January the range of the generated results for the baseline condition was more

### Table 6 | Discharges (m³/s) of Seimareh River and Karkheh River under climate change conditions

<table>
<thead>
<tr>
<th>Year</th>
<th>River</th>
<th>RCP 2.6</th>
<th>Change factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Seimareh</td>
<td>Min.</td>
</tr>
<tr>
<td>2010–2039</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Karkheh</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>SDSM</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Seimareh</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>2040–2069</td>
<td></td>
<td>Karkheh</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SDSM</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Seimareh</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Karkheh</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2070–2099</td>
<td></td>
<td>SDSM</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Seimareh</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Karkheh</td>
<td></td>
</tr>
</tbody>
</table>

**SDSM, statistical downscaling model.**

![Figure 8](https://iwaponline.com/jwcc/article-pdf/10/3/591/598493/jwc0100591.pdf)

**Figure 8** | Simulated and observed streamflow of Karkheh river.
than that for the climate change conditions. SDSM resulted in a higher range than the change factor technique for January. However, this was not the case for other months, in which the smallest range was obtained for the baseline condition compared to the climate change conditions, and in most cases, SDSM provided a lower range than the change factor technique. Additionally, analyzing the standard division showed that in January the standard deviation for the baseline condition was higher than that for the climate change conditions. The change factor technique yielded a higher standard deviation than SDSM in January, although this was not the case for other months, in which the SDSM results demonstrated a lower standard deviation compared to the baseline condition, while the results of the change factor technique yielded an even lower standard deviation in comparison. Finally, analyzing skewness revealed that the results for all the simulated conditions (both baseline and climate change conditions) exhibited left-tails, indicating that the generated data were unevenly distributed, which could also be observed from comparison of the median and the average of the data for each condition (median > average). This reflects low-frequency data, with a low total hydropower generation. In most months, the highest absolute values of the skewness were observed, in order, in the results from SDSM for the baseline condition, and from the change factor technique.

Although such analyses can provide a primary insight into the uncertainties associated with the generated hydropower electricity, given the massive created database, a comprehensive oversight of the performance of a system is a technical, time-consuming process. While using the RRV may not ease the analysis process, it could pinpoint the potential risk of the system’s performance, and how it could affect the system, which in fact is the initial step to manage such plausible hazards. These analyses provide the probability of a failure event (reliability, Figure 11), the likelihood of achieving an acceptable performance if a failure would have occurred (resiliency, Figure 12), and the severity of these probable failures (vulnerability, Figure 13), as well as summarizing

<table>
<thead>
<tr>
<th>Central tendency</th>
<th>Disperse indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mode (MW)</strong></td>
<td><strong>Median (MW)</strong></td>
</tr>
<tr>
<td><strong>Range (MW)</strong></td>
<td><strong>Standard deviation (MW)</strong></td>
</tr>
<tr>
<td><strong>Skewness</strong></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>1,506</td>
</tr>
<tr>
<td>Climate change</td>
<td>Change factor RCP 2.6</td>
</tr>
<tr>
<td></td>
<td>RCP 4.5</td>
</tr>
<tr>
<td></td>
<td>RCP 8.5</td>
</tr>
<tr>
<td>SDSM</td>
<td>RCP 2.6</td>
</tr>
<tr>
<td></td>
<td>RCP 4.5</td>
</tr>
<tr>
<td></td>
<td>RCP 8.5</td>
</tr>
</tbody>
</table>

Figure 9 | Box plot of monthly hydropower of the system predicted by the change factor technique for the climate change condition.

Figure 10 | Box plot of monthly hydropower of the system predicted by SDSM for the climate change condition.
the performance of a system in terms of these three probability-based criteria.

It was found from analyzing the performance of the hydropower system that considering the reliability, resiliency, and vulnerability criteria, the best performances in the climate change condition occurred in May (80% reliability), December (45% resiliency), and April (19% vulnerability). Yet the worst performances occurred in September (2% reliability), July and August (0% resiliency), and October (39% vulnerability). It should be noted that the aforementioned analysis of the performances of the hydropower system was based on the average projections for the climate change condition. Given the uncertainties embedded in the climate construction procedure, the represented values may not be the only trajectories for future conditions. For instance, analyzing the range of the performance criteria for each month (the difference between upper and lower boundaries in each month) could account for the uncertainty in the predicted results. The larger the range is, the more uncertain the predictions can be. For instance, January, with a range of 54% in predicting the reliability of the hydropower system, has the highest uncertainty, while the represented value decreases to 6% in September and October. Naturally, this indicates that there is less certainty in the reliability predicted for January than the reliability of the system predicted for September and October, per se. The analysis also indicates that considering the resiliency criterion, January (71%) has the highest uncertainty in the predicted resiliency, while both July and August (0%) have almost no uncertainty in their predicted resiliency. Considering the vulnerability criterion, September (53%) and January (7%) respectively have the lowest and highest ranges.

A comparison of the results for the baseline and climate change condition revealed that, except for the decrements in March (3%), April (10%), and October (1%), in other months the chances of successful performance of the system in the climate change condition increased (reliability). Analyzing the resiliency in both baseline and climate change condition also indicated that the system performance would be improved under the climate change condition. Nevertheless, unlike the aforementioned criteria, the vulnerability of the system increased (worsened) for most months, except for the decrements in February (2%) and May (6%). It can be concluded from such changing patterns that although the system was more likely to show an acceptable performance, and in the case of a failure the system was more likely to change to a better situation, yet the probable failures were more severe and may have caused more harm due to the upcoming climate conditions. Consequently, such results indicate that a backup system may be required to help support the system in the case of a failure.
CONCLUDING REMARKS

This study was aimed at assessing the potential impacts of climate change on hydropower system performance and the uncertainties associated with such assessments. To do so, the CanESM2 model, and RCP 2.6, RCP 4.5, and RCP 8.5 were used to generate large-scale climate change scenarios in the Karkheh River basin, Iran. The results were then downscaled by using the change factor technique and SDSM. While both approaches demonstrated increases in the air temperatures simulated for the climate change conditions, different rainfall patterns were predicted. While the results from the change factor technique indicated milder climate changes in the region, SDSM predicted severe climate changes. Additionally, the SDSM predictions showed a slight improvement in the region's water resources conditions, while the change factor technique predicted a mild downturn instead. Such results underlined the importance of the downscaling techniques. To evaluate the impacts of climate change on the hydropower system, their performance criteria (reliability, resiliency, and vulnerability) were used to assess and quantify the uncertainties that were associated with such assessments. These results indicated that both reliability and resiliency of the hydropower system were improved due to climate changes, while the vulnerability of the system would increase (worsen). This suggests that, although the system might not fail frequently, severe blackouts might occur. With timely consideration of future climatic conditions and appropriate adaptive actions, including additional backup systems for reliable and safe electricity generation, future undesired conditions can be avoided in the basin. Note that this study exclusively investigated the uncertainties that are rooted in the related climate change scenarios. Hence, for further investigations, other sources of climate change uncertainties (e.g., GCM models) can also be explored.
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