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ABSTRACT

In this study, the denoising effect on the performance of prediction models is evaluated. The 13-year daily data (2002–2015) of hydrological time series for the sub-basin of Parishan Lake of the Helle Basin in Iran were used to predict time series. At first, based on observational precipitation and temperature data, the prediction was performed, using the ARIMA, ANN-MLP, RBF, QES, and GP prediction models (the first scenario). Next, time series were denoised using the wavelet transform method, and then the prediction was made based on the denoised time series (the second scenario). To investigate the performance of the models in the first and second scenarios, nonlinear dynamic and statistical analysis, as well as chaos theory, was used. Finally, the analysis results of the second scenario were compared with those of the first scenario. The comparison revealed that denoising had a positive impact on the performance of all the models. However, it had the least influence on the GP model. In the time series produced by all the models, the error rate, embedding dimension needed to describe the attractors in dynamical systems and entropy decreased, and the correlation and autocorrelation increased.
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HIGHLIGHTS

- Conducting nonlinear dynamic and statistical analyses, as well as a chaotic analysis of the performance of the models.
- Performing nonlinear dynamic and chaotic analyses of denoising influences on the performance of ARIMA, QES, GP, RBF, and ANN-MLP
- Carrying out a statistical analysis of denoising impacts on the performance of forecasting models and comparing the results
INTRODUCTION

Today, different methods are used to predict a time series. Each prediction model has a set of positive features and a number of weaknesses and can also be used to generate a specific type of time series. For example, the ANN-based prediction model produces a time series with nonlinear properties. All of these models use historical data to predict the future with a certain quality. Prediction models, such as autoregressive integrated moving average (ARIMA), artificial neural network (ANN), grid partitioning (GP) artificial neural-fuzzy inference system (ANFIS), and radial basis function (RBF) are used in forecasting hydrological time series, the results of which indicate that the predicted time series are sufficiently accurate and are suitable for forecasting hydrological time series (Bloomfield 1992; Khotanzad et al. 1999; Hayati & Mohebi 2007; Awad et al. 2009; Castelanos & James 2009; Xia et al. 2010; Babu & Reddy 2012; Rezaeian et al. 2012; Darji et al. 2015; Fattahi 2016; Al-Mukhtar 2019; Hussain et al. 2019; Nadiri et al. 2019; Niromandfard et al. 2019; Sanikhani et al. 2019).

Time series are not always definite, and in hydrology, in particular, they are considered as stable random series. If a time series is considered as a definite time series with colored or white noise, then the time series can be predicted. A better model for the time series can be determined when the noise in a time series is minimized very accurately (by a process called denoising). There are two common and convenient tools for denoising: Fourier transform (FT) and wavelet transform (WT). Due to the lower limitations and better performance of WT, in this study, this model was used for denoising. The WT function can be described as a time series decomposed by WT into several time series with different scales (Rioul & Vetterli 1991). Using WT, the original time series can be examined with varying accuracy. WT can, therefore, be considered a Multiresolution Analysis (Alrumbai et al. 2002). In other words, signal decomposition causes the signal to change from the time domain to the time-scale domain, which can describe local features in the time and frequency domain very well and in detail (Guo et al. 2000).

In this study, prediction models including quadratic exponential smoothing (QES), autoregressive integrated moving average (ARIMA), artificial neural network–multi-layer perceptron (ANN-MLP), RBF based on neural network (RBF), and grid partitioning ANFIS (GP) were used to predict the time series of daily precipitation, daily maximum and minimum temperatures. The inherent characteristics of prediction models have had a significant impact on the selection of models for comparison in this study (e.g., the input information for the QES model for training is less than other models, and less time is needed to model (Duan & Niu 2018).

In this study, prediction models including quadratic exponential smoothing (QES), autoregressive integrated moving average (ARIMA), artificial neural network–multi-layer perceptron (ANN-MLP), RBF based on neural network (RBF), and grid partitioning ANFIS (GP) were used to predict the time series of daily precipitation, daily maximum and minimum temperatures. The inherent characteristics of prediction models have had a significant impact on the selection of models for comparison in this study (e.g., the input information for the QES model for training is less than other models, and less time is needed to model (Duan & Niu 2018). In this study, we investigate the effect of denoising on the performance of prediction models, using nonlinear statistical and dynamic analysis, as well as chaos theory. In statistical analysis, $R^2$ and RMSE were used to estimate the correlation and error of the predicted time series, respectively. In the nonlinear dynamic analysis and the use of chaos theory, the used tools were Approximate Entropy (ApEn) for evaluating the order and predictability of fluctuations in time series, Correlation Dimension for determining the degree of complexity of a nonlinear dynamical system with the help of determining
the embedding dimension needed, the Autocorrelation for evaluating the periodicity and the irregularity in the time series, and finally, the Surrogate Data, Phase Space Reconstruction and Method of Delays were used to investigate the nature of the irregularity in the time series. The steps are as follows: In the first scenario, the time series of daily precipitation, daily maximum, and minimum temperatures are predicted. Then in the second scenario, the predicted time series are denoised with WT and again predicted using prediction models. In the next step, the predicted time series in the first and second scenarios are subjected to nonlinear, statistical, and chaotic dynamical analysis. Finally, by comparing the analysis results of the second scenario with those of the first scenario, it becomes clear whether prediction based on the denoised time series improves the performance of the prediction models.

In the following, in the Material and methods section, theoretically, analytical and predictive methods are discussed, and the results of the first scenario are presented; in the Results and discussion section, the results from denoising are compared with those of the first scenario. Finally, in the Conclusions section, the final result of the research will be stated.

MATERIALS AND METHODS

Area study data

The data utilized in this study relate to Parishan Lake. Parishan wetland permanent freshwater lake is fed by springs and seasonal streams located in Iran, Fars province, 12 km southeast of Kazeroun between the mountains of Famur. The annual precipitation average of this basin is 450 mm and the annual temperature average is 22.2 °C and it also has to be considered that the annual evaporation average is 2,470 mm. This region is located between 51.25°25′ and 51.43°50′ longitude and 29°22′25″ and 29°27′40″ latitude. It is considered as a part of the hydrological Shapur-Dalakey river basin. Sub-basins of Parishan Lake and Shapour River are both located in the Hele basin. The location of the Parishan lake sub-basin located in the Hele basin is shown in Figure 1.

In the present study, daily precipitation and daily maximum and minimum temperatures data have been applied to be forecasted by prediction models. All data relate to 2002–2015 and daily time series were forecasted for 13 years.

In this section about prediction methods, statistical and nonlinear dynamic analysis, and then WT are going to be discussed. The nonlinear dynamic analysis was calculated by MATLAB codes provided by Kugiumtzis & Tsimpiris (2010).

Artificial neural network multi-layer perceptron (ANN-MLP)

Artificial neural networks (ANN) are intelligent systems that are able to discover patterns with a few prior assumptions and also learn a complex functional relationship from the data to model a phenomenon. ANN was inspired by the principles of data processing in the brain and the method based on experimental data utilized to train the ANN to precisely predict system performance. The most common
algorithm in ANN is multi-layer perceptron (MLP). MLP is a network with feed-forward layers consisting of one input and output layer, and a number of hidden layers. In the first step, each node includes input and computes a weighted sum. In the next step, it passes the sum through a soft non-linearity. An ANN output can be written as follows (Paoli et al. 2010):

\[ y_i = f(x_j w_{ij}) \]  

(1)

where \( i \) is the index of neurons in the hidden layer, \( j \) is the index of an input to the neural network, \( f \) is the transfer function, \( x_j \) is the input, \( w_{ij} \) is the weight.

In this study, ANN-MLP was utilized to forecast minimum and maximum temperature time series which basic architecture for MLP is shown in Figure 2.

As can be noted, it is composed of a single output unit, \( k \) hidden, and \( n \) input units. \( T_j \) represents the connecting weight from the \( j \)th hidden unit to the output unit. In the same way, \( w_{ij} \) is the connection weight from the \( i \)th input unit to the \( j \)th hidden unit. The hidden layer consists of nodes connecting to both the input and output layer that can be considered as the most substantial part of a network. The set is trained to the neural network to be constructed, and the test set is also used to measure the predictive error of the model. Ultimately, the training process is utilized to find the connection weights of the networks (Pao 2007). The measured value is an anomaly if the predicted error exceeds the pre-defined threshold. To select the most acceptable model of the neural network, numbers of modeling were assessed and the model in the following detail was preferred. The model consisted of 12 hidden layers, and the training ratio, validation ratio, and test ratio were 80, 10, and 10% respectively. The train parameter time and train parameter maximum fail were 2,000 and 1,000, respectively.

**Radial basis function**

In 1977–1988, the RBF ANN model was developed by Powell (1977), and Broomhead & Lowe (1988). This model consists of a general framework of an input layer with signal nodes, a hidden layer with RBF neurons which is the Gauss function, and an output layer with linear nature (see Figure 3).

There is a similarity between the number of input and output nodes of MLP and RBF neural networks. The number of input and output nodes is determined by inherent features of input and output variables and RBF networks faster learning is one of the superiorities of RBF over MLP. The output of RBF NN is calculated as:

\[ Y = \sum_{r=1}^{r} W_r \phi(||X - X_r||) \]  

(2)

\( X \) and \( Y \) are the input and output values, respectively. \( \phi() \) is the RBF and the hidden and output nodes are connected by weight (\( W \)). Depending on the observed input data, the center of each hidden node can be represented by \( X_r \). Finally, \( ||X - X_r|| \) represents the Euclidean distance between input and hidden nodes. A group of input nodes is represented by each hidden node containing comparable information from the input data (Rezaeian-Zadeh et al. 2012). The responses produced by the radial basis neurons are in a small area and if a large area is considered as an input space the radial basis neurons have to be increased to adjust the network with the necessary precision (Xia et al. 2010).

---

**Figure 2** | An MLP feeds forward neural network for time series prediction.

**Figure 3** | Schematic diagram of the RBF ANN model.
Fuzzy inference system, GP of the antecedent variables

The artificial neural-fuzzy inference system (ANFIS) structure has two educable datasets: initial membership function parameters and polynomial parameters (result). The ANFIS structure uses a gradient descent algorithm to optimize the initial parameters and a least-squares algorithm to solve the result parameters. Each rule in the ANFIS structure is as follows:

If \( X_1 \) is \( A_{1j} \) and \( X_2 \) is \( A_{2j} \) and ... and \( X_n \) is \( A_{nj} \) then \( y = C_0 + C_1X_1 + \ldots + C_nX_n \) (3)

In Equation (3), \( A_{ij} \) is the \( j \)th linguistic expression of the \( i \)th input variable of \( X_i \). \( n \) is the number of inputs and \( y \) is the output of the model and \( C_i \) are the output parameters, which are specified in the training process. Since every rule has a definite output (versus Fuzzy output), the total output is obtained by the weighted average. In ANFIS, sequential layers are assigned to various tasks such as creating a gradual model refinement process. The learning process consists of a forward pass and a backward pass process.

During the forward pass process, the initial parameters are fixed, and the result parameters are optimized using the least-squares algorithm. The backward pass process uses the gradient descent algorithm to modify the initial parameters of the membership functions for the input variables. The output is calculated as a weighted average of the result parameters. Each output error uses the back-propagation algorithm to adjust the foreground parameters (Guan et al. 2008). Figure 3 shows the structure of the adaptive neuro-fuzzy inference system. In this system, circular nodes represent fixed nodes, and square nodes represent nodes in which parameters can learn.

The ANFIS system includes five layers (Figure 4) that the first step of the process is conducted on the input by the first layer. Each node in this layer is:

\[
O_{1i} = \mu_{B_{i-2}}(y) \quad \text{for } i = 3, 4 \quad O_{1i} = \mu_{A_i}(x) \quad \text{for } i = 1, 2
\]

(4)

\( O_{1i}(x) \) is necessarily a membership degree for \( x \) and \( y \).

Layer 5 is representing a sum of the outputs of the previous stage (layer 4). (Equation (5))

\[
\sum_i W_{if} = \frac{\sum W_{if}}{\sum W_i}
\]

In Equation (5), \( W_{if} \) is the \( i \)th node output extracted from the previous layer. A detailed description of the function of all layers is provided in the supplement file. In grid partitioning of the antecedent variables approach, every antecedent variable is suggested by independent partitions (Jang 1993). The rules section should specify the number of MFs, and the higher the number of MFs, the more efficient the ANFIS system is in describing a complex system and producing better results (Negnevitsky et al. 2004). The large number of inputs or MFs in the rule’s premise generates a large number of Fuzzy rules. It creates a high exponential complexity in the training of the ANFIS system, which slows down or destroys the system performance, and this phenomenon is a curse of dimensionality (Bishop 1995; Jang et al. 1997). Based on the experience (Jang 1996; Jang et al. 1997), the practical number of MFs per input producing overlapping while not invoking the curse of dimensionality is two.

It has to be mentioned that the MATLAB codes to forecast time series utilizing ANFIS are provided in the link https://yarpiz.com/327/ypfz102-time-series-prediction-using-anfis.

Autoregressive integrated moving average

In statistics and in particular in time series analysis, an autoregressive integrated moving average (ARIMA) model is a generalization of an autoregressive moving average (ARMA) model. Both of these models are fitted to time series data either to better interpret the data or to predict
future points in the series (forecasting). The AR part of ARIMA indicates that the evolving variable of interest is regressed on its own lagged (i.e., prior) values. The MA part indicates that the regression error represents a linear combination of error terms whose values occurred contemporaneously and at various times in the past. The I (for ‘integrated’) indicates that the data values have been replaced with the difference between values and the previous values. The purpose is to generate the model to adjust the data as well as possible. Non-seasonal ARIMA models are generally denoted ARIMA\( (p,d,q) \) where parameters \( p, d, \) and \( q \) are non-negative integers, \( p \) is the order (number of time lags) of the autoregressive model, \( d \) is the degree of differencing (the number of times the data have had past values subtracted), and \( q \) is the order of the moving average model. ARIMA generalized form is defined as follows (Ong et al. 2005):

\[
\gamma(B) \cdot \mu(B^d) \cdot (1 - B)^d \cdot (1 - B)^D \cdot Y_t = \rho(B) \cdot \sigma(B^q) \cdot Z_t
\]

where \( B \) is the backward shift operator, \( d \) is the non-seasonal order of differences, \( D \) is a seasonal order of differences, \( \gamma, \mu, \rho, \sigma \) are polynomials in \( B \) and \( B^q \).

It has to be mentioned that there is a basic hypothesis that time series data incorporate statistical stationarity implying that measured statistical properties, such as the mean, variance, and autocorrelation remain constant over time (Yuan et al. 2016). Although if the training data display non-stationarity, the differenced data are required for the ARIMA model to be transformed to stationarity. This is denoted as ARIMA\( (p, d, q) \) where \( d \) obtains the degree of differencing (Rosca 2011).

Previous to the analysis, since both the mean and variance of the daily time series were considered to be non-stationary, a first-ordered difference was applied to obtain stationary set data.

### QES model

The exponential smoothing model is a kind of weighted average model. The exponential smoothing model has a sensitivity to historical data closing to the forecasting period and also the weight of the model is reduced by time (Taylor 2003; Corberan-Vallet et al. 2011). The QES model is based on employing the single exponential smoothing model and simultaneously considering the overall trend of the curve (Olaofe 2013). To utilize the QES model for forecasting, three sets of input training data and a parameter value are required and the quadratic exponential smoothing model can be defined as follows:

\[
F_{t+T} = d_t + b_tT \rightarrow b_t = \frac{a(Q_t - Q_{t-1})}{1 - a}
\]

\( Q_t \) represents the smoothing values at time \( t \). \( a \) is the smoothing coefficient (or damping coefficient (Spelta et al. 2011)). \( T \) represents predictive periods and \( F_{t+T} \) is the predicted value of the time series at the time \( t + T \), and \( d_t \) and \( b_t \) are the data parameters at the time \( T \). The smoothing parameter is considered a constant between 0 and 1. \( a \) has two modes. First, when \( a \) is close to 1, the predicted values approach the current value and far from the smoothness value of the time series data. Second, when \( a \) is close to zero, the predicted values approach the smoothness value of the time series data.

### Correlation dimension

Concerning the review of a deterministic or random process, the correlation dimension is presumed to be a practical tool. Although a random (a complete stochastic) process might utilize all available dimensions of the phase space, a deterministic process might consume a fraction of the dimension (it is usually much smaller than the degree of freedom of the system). The dimension is used as a measure of the complexity of a system and also as an indicator of the variables required to describe a specific system. Correlation dimension as a tool based on the phase space can be defined as an estimation of the relative frequency with which the attractor visits each covering element. As a rule, concerning the correlation dimension and fractal dimension, it is proven that fractal dimension is always bigger or equal to the correlation dimensions. For a chaotic system, fractal and correlation dimensions are approximately equal (Tsontis 1992). To deal with the correlation dimension, the trajectories in a sufficient space should be unfolded. To illustrate more about the correlation dimension, consider a set of random points on the real number line between 0
and 1. The correlation dimension of the former equals one ($d = 1$), while for a triangle embedded in three-dimensional space (or $m$-dimensional space), the correlation dimension will be two ($d = 2$).

If a time series $u(t), t = 1, 2, \ldots, N$ is supposed, it is possible to reconstruct the series with embedding dimension $m$ by selecting a proper time delay. In the correlation integral, $d$ represents the dimension of the space and the relationship between correlation integral and $d$ is $C(r) \propto r^d$.

The correlation dimension $d$ is estimated as follows by taking a logarithm to $C(r)$. Correlation dimension is shown as follows:

$$d = \lim_{r \to 0} \frac{\log C(r)}{\log r} \quad (8)$$

The correlation integral $C(r)$ is used by correlation dimension $d$ to measure how many times a trajectory in the phase space occurs in a distance $r$ of a specific point. For a bounded data set, the correlation dimension is known as the correlation exponent. If the number of points is sufficiently large, and evenly distributed, a log–log graph of the correlation integral versus $r$ will yield an estimate of $d$, corresponding to a given range of embedding dimension $m$ (in this study $m = 1, 2, 3, \ldots, 20$) and radius $r$ (e.g., $r = 0.01, 0.1, 1, \ldots, 10,000$). These embedding dimensions have to be employed to test the minimum dimension required to explain a nonlinear dynamic system. A low-dimensionality and parsimonious system is desirable and larger $m$ values are necessarily unevaluated. The assortment of radius must be sufficient to examine entire cases of differences between $u(i)$ and $u(j)$ state vectors. A highly desirable correlation dimension in a low-dimensionality chaotic system has two properties. The first characteristic is that the correlation dimension must be consistent for various values of the radius. The second feature is that the correlation dimension must be bounded by all examined embedding dimensions. Complexity in a system represents randomness and bigger values of $m$ demonstrate complexity; therefore, the system with lower $m$ is preferable. A system with minimal values of $m$ is deterministic and chaos concomitant of certainty. Accordingly, in this study, lower $m$ is investigated.

Table 1 shows that $m$ values of daily precipitation of the ANN-MLP and RBF models equal approximately the observational data. It has results such as time series generated with the same outliers, the same degree of complexity in the system as well as the need for many variables to the model. But the ARIMA, GP, and QES models have a dynamic nature with low embedding dimension ($m$) and have a chaotic system. The $m$ values of daily maximum and minimum temperatures show that all the models except the RBF model have a dynamic nature with $m$ almost identical. However, the RBF model has a dynamic nature with more $m$ (more complex system). The QES model is more dynamic in nature than other models and observational data. The $m$ values of the first scenario are provided in Table 1. The results of daily precipitation demonstrated that the forecasting models based on neural networks (ANN-MLP and RBF) produced more complex systems (time series) than the observed data; however, ARIMA and QES suggested less complex systems than the observed data. Besides, the results of minimum and maximum daily temperatures indicated that all models had the same acceptable performance, except RBF (in the case of maximum daily temperatures).

**Approximate entropy**

To quantify the amount of regularity and the unpredictability of fluctuations in time series, approximate entropy (ApEn) can be utilized as an effective and practical technique. Moment statistics, such as mean and variance, are not able to distinguish between two series which a series (I) alternates 10 and 20 and a series (II) has either a value of 10 or 20, chosen randomly, each with probability $\frac{1}{2}$. Series (I) is perfectly regular and can be predicted with certainty, and series

<table>
<thead>
<tr>
<th>Time series</th>
<th>Observed</th>
<th>ARIMA</th>
<th>ANN-MLP</th>
<th>RBF</th>
<th>QES</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily Pre$^a$</td>
<td>16</td>
<td>5</td>
<td>17</td>
<td>17</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Daily Max$^b$</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>12</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Daily Min$^c$</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

$^a$Precipitation; $^b$maximum temperature; $^c$minimum temperature.
(II) is randomly valued which is unpredictable with acceptable certainty. ApEn was developed by Steve M. Pincus to rectify the defects and limitations by modifying an exact regularity statistic, Kolmogorov–Sinai entropy. The presence of repetitive patterns of fluctuation in a time series is a key factor leading to a more predictable time series than a time series in which such patterns are absent. ApEn demonstrates the prospect that iden-
tities of observations will not be followed by additional resembling observations (Ho et al. 1997). A time series or process containing noticeable recurrent patterns has a relative minute ApEn; a less predictable process has a higher ApEn. There are two fixed input parameters, \( m \) and \( r \), to ApEn be calculated, where \( m \) is an integer representing the length of the compared run of data and \( r \) is a positive real number specifying a filtering level.

Consider a time series of data \( u(1), u(2), \ldots, u(N) \) containing \( N \) raw data values from measurement equally spaced in time, and a sequence of vectors \( x(1), x(2), \ldots, x(N-m+1) \) in \( R^m \). \( d[x(i), x(j)] \) is the distance between vectors \( x(i) \) and \( x(j) \) which is the maximum difference in the vectors’ scalar components. The sequence \( x(1), x(2), \ldots, x(N-m+1) \) is utilized for each \( i \leq N-m+1 \), to \( C^m_i(r) \) be constructed. \( C^m_i(r) \) measures the regularity in consideration of \( r \) tolerance, or frequency of patterns identical to a given pattern of window length \( m \). ApEn can be defined as Equation (9) (Pincus & Goldberger 1994):

\[
\text{ApEn}(m, r) = \lim_{N \to \infty} \left[ \Phi^m(r) - \Phi^{m+1}(r) \right]
\]

(9)

where \( \Phi^m(r) \) consists of \( N \), \( m \), and \( C^m_i(r) \) elements (more detailed information is furnished in supplementary file).

From Table 2, we find that the ApEn values for all the models decrease after the daily precipitation forecast. It indicates an increase in predictability and an increase in the iterative patterns in the time series. The highest reduction of ApEn is observed in the two models, ARIMA and GP, and the lowest decrease in ApEn is observed in the RBF and ANN-MLP models.

Both RBF and ANN-MLP models have the same performance in predicting the daily maximum and minimum temperature time series, and the ApEn values of both of these have a slight difference equal to the observational time series data. All the time series of the RBF and ANN-MLP models have significant alternation and repetitive patterns (such as the observational time series data). The ApEn values of the ARIMA, QES, and GP models are much less than the observed time series. It shows that the ARIMA, QES, and GP models present a more predictable time series than the RBF and ANN-MLP. It indicates, moreover, the frequency similarity, as well as the periodicity, are developed after prediction by the ARIMA, QES, and GP models. The results suggested that the performance of the ANN-MLP and RBF models was suitable, except that of QES. Besides, ARIMA and GP yielded the same results in the case of daily precipitation. However, QES produced inappropriate results (its results are significantly distinct from the observed time series).

**Autocorrelation**

Autocorrelation, also called serial correlation, is the correlation of a signal with a delayed copy of itself functioning as a delay. In other words, it is the similarity between observations as a function of the time lag between them. An analytical apparatus is provided by autocorrelation function for distinguishing between periodic and stochastic behavior of a particular signal. The autocorrelation is periodic when a signal is periodic, whereas in a stochastic signal, the

<table>
<thead>
<tr>
<th>Time series</th>
<th>Approximate entropy values of the forecasting models and observed data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
</tr>
<tr>
<td>Daily Prec (^{a})</td>
<td>0.1220</td>
</tr>
<tr>
<td>Daily Max (^{b})</td>
<td>0.0547</td>
</tr>
<tr>
<td>Daily Min (^{c})</td>
<td>0.0597</td>
</tr>
</tbody>
</table>

\(^{a}\)Precipitation; \(^{b}\)maximum temperature; \(^{c}\)minimum temperature.
autocorrelation is irregular. The autocorrelation function is shown as follows:

\[ c_j = \frac{1}{N} \sum_{i=1}^{N} u_i u_{i+j} \quad (10) \]

where to extend the times series beyond \( u_N \), periodic boundary conditions have to be imposed (boundary conditions \( u_{N+k} = u_k \)). A simple quantitative measure of the linear correlation between data points is provided by the former function.

Figure 5 shows that, in forecasting the time series of daily precipitation, the ANN-MLP and RBF models have autocorrelation, which is approximately equal to observational time series. This indicates a significant correlation in the predicted time series (such as the observational time series) and also shows that the available spikes are equal to the observational time series. The graphs of the ARIMA and QES models confirm that the correlation and periodicity of the predicted time series are greater than those of the observational time series. The GP model does not have autocorrelation, and the spikes are not much larger than zero. The daily minimum and maximum temperature graphs (Figures 6 and 7) determine that the time series predicted by all the models are the same (have scanty differences), and are equivalent to the observational time series. Moreover, they have an equal correlation and periodicity. The results revealed that ANN-MLP and RBF models had an acceptable performance and GP, ARIMA, and QES suggested poor performance in the cases of daily precipitation (the results are significantly different from observed time series).

**Surrogate data**

In 1992, the method of surrogate data in nonlinear time series analysis was introduced by Theiler et al. (1992). In the first step, random nondeterministic surrogate data sets are created that mean, variance, and power spectrum of the sets are identical to the experimental time series data. In the next step, the measured topological properties of the experimental time series (original time series) have to be compared with the measured topological properties of the surrogate data sets created in the prior step. If the topological properties of the experimental time series data (original time series) and the surrogate data sets are similar, then the experimental data set is not random noise.

To create a surrogate data set, the following steps should be followed. 1 – the FT of the experimental time series data is constructed; 2 – phases are randomized; 3 – FT is inverted. In other words, the experimental time series data \( x(t_j), j = 1, 2, \ldots, N \) is inputted into a complex
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*Figure 5* | Autocorrelation values of daily precipitation, observed, and forecasted time series.
array (Mazaraki 1997). Then, the discrete FT is constructed and a set of random phases is constructed \( \varphi_m \in [0 \pi] \quad m = 2, 3, 4, \ldots, \frac{N}{2} \), and the randomized phases are applied to the Fourier transformed data. Finally, the inverse FT can be produced by Equation (11):

\[
z(n)' = x(n)' + iy(n)' = \frac{1}{N} \sum_{m=1}^{N} Z(m)e^{2\pi i(m-1)(n-1)/N}
\]

(11)

where \( Z(m) \) is the discrete FT (further details are given in supplementary file).

The daily precipitation phase space graph shows that the phase space graphs of all the models except the QES and GP models have stellar attractors, and the attractors of the QES and GP models are of a central type. The formation of trajectories in phase space indicates a degree of chaos in time series. The surrogate data graph exhibits that the irregularity in the predicted time series is identical to the observational time series, and has a small degree of dynamic properties. The phase space diagram of the time series and the surrogate data of the QES model proves that the chaos produced by this model is less (due to less phase space occupied by the trajectories), and in addition the irregularity in this time series
has a more dynamic nature compared to other models and observational time series. The graphs of the RBF and ANN-MLP have properties (attractors type and the formation of trajectories distribution) similar to the observed time series. Examination of the daily minimum and maximum temperatures graphs demonstrates that all the models except the QES model have the same performance with observational data (the differences are negligible), and the nature of irregularity in their time series is dynamically similar. The QES model has less chaos and irregularity with a more dynamic nature than other models and observational data. For example, the observational data phase space graph and the RBF prediction model for daily precipitation are presented in Figure 8, and other graphs are appended, due to their large number.

The results indicate poor performance of QES in the case of daily temperatures forecast. Besides, the ANN-MLP and RBF models have the most proper performance, respectively.

Statistical evaluation criteria

To evaluate the performance of prediction models, the coefficient of determination ($R^2$) and root mean square error (RMSE) were used. Equations (12) and (13) designate how these indices are calculated.

\[
R^2 = \left( \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2 \times \sum (y_i - \bar{y})^2}} \right)^2 \tag{12}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - x_i)^2} \tag{13}
\]

where $x_i$ is the observational data and $y_i$ is the predicted data corresponding to the observational data. $\bar{x}$ and $\bar{y}$ are the average observational and predicted data, respectively, and $n$ is the number of data. The low RMSE value and the high $R^2$ coefficient indicate the higher precision of the model and its superiority to other models.

According to Table 3, for daily precipitation, the time series of all the models do not correlate with the observational time series, although the error rate is very low, and the lowest is concerning the RBF model. For daily maximum and minimum temperatures, all the models produce time series with a high correlation with observational time series. The highest correlation is related to the time series produced by the ANN-MLP and RBF models, and the lowest error for the maximum daily temperatures time series is for the ARIMA model, and concerning the minimum daily temperatures, it is for the RBF and ANN-MLP models, respectively. The most ineffective performance is associated with the GP model, which has the highest error and the slightest correlation with the observational time series. In general, ANN-MLP and RBF can be considered as the most reliable models, and in the next rank, the ARIMA and QES models are excellent in terms of statistical results, respectively. GP suggests poor performance compared with other models.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Statistical values of forecasted time series</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ARIMA</td>
</tr>
<tr>
<td>Pre</td>
<td>$R^2$</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
</tr>
<tr>
<td>Max</td>
<td>$R^2$</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
</tr>
<tr>
<td>Min</td>
<td>$R^2$</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
</tr>
</tbody>
</table>

Pre, daily precipitation; Max, daily maximum temperatures; Min, daily minimum temperatures.

Figure 8 | Phase space reconstruction of original and surrogate daily precipitation, observed, and RBF model time series.
Denoising, WT

Wavelet coefficients correspond to details and additionally when details are small, they could be considered as noise, therefore they are dissimilar to the FT, omitted without compromising the sharp detail of the original series. In other words, without a formal mathematical point of view, most of the energy of the original series is compressed into a small number of large wavelet coefficients by WT. The thresholding excludes the noise while not eliminating the valuable series’ properties. The purpose of wavelet denoising is to threshold the wavelet coefficients at every multiresolution level. The former is conducted to sift through details and delete inconsequential details (noise). Many conventional methods of noise reduction such as linear lowpass filtering do not run properly for chaotic data since the signal and the noise often hold overlapping bandwidths. Most of the noise reduction methods are proposed for nonlinear time series (Billings & Lee 2003), and the number of noise reduction iterations and also embedding dimensions must be chosen by the user. Recently, a powerful approach for noise reduction has been established to utilize WT (Donoho & Johnstone 1994; Bahoura & Rouat 2001). It employs thresholds in the wavelet domain and this algorithm might also be utilized even when the dynamics are chaotic time series (Chen & Bui 2003; Azzalini & Schneider 2005).

A bedrock model for the noisy series can be specified as the following form:

\[ S_t = f_t + e_t \quad t = 1, 2, 3, \ldots, N \]  \hspace{1cm} (14)

where \( e_t \) is the multivariate normal distribution process and the mean of zero and also covariance matrix \( \Gamma_t \).

The object of the denoising is to suppress the noise part of the series \( S_t \) and in the next step recover \( f_t \). The time series \( s(t) \) could be decomposed as

\[ s(t) = \sum_{k} cA_{K,k}(t) + \sum_{j=1}^{K} \sum_{k} cD_{j,k}(t) \]  \hspace{1cm} (15)

where \( K \) is the decomposition level, \( \Phi_{K,k}(t) \) is the associated scaling function, and \( \Psi_{j,k}(t) \) is generated from \( \Psi(t) \). The coefficient \( cA_{K,k} \) is called the approximating coefficient and the coefficient \( cD_{j,k} \) is called the detail coefficient (more details are provided in supplementary file). There are two standards of thresholding methods for denoising the series: 1 – soft thresholding; 2 – hard thresholding.

The mechanism of hard thresholding is that the wavelet coefficient is assumed zero if its amplitude is smaller than a pre-defined threshold; otherwise, it is kept unchanged. Additionally, if the absolute value of the wavelet coefficient is decreased to the threshold, we have soft thresholding. Notice that owing to the discontinuation of the hard-thresholding method at the threshold, additional oscillation might be imposed on the original series, even though the continuous soft-thresholding method can offer a smooth series. Consequently, the soft-thresholding method is utilized to reduce noise and outliers.

There are several approaches to choose the threshold. Three of the approaches are as follows.

**Minimax thresholding.** The minimax principle was found by the threshold. To allow minimax performance concerning mean square error against a proper procedure, a fixed threshold has to be accepted (Donoho & Johnstone 1993).

**SURE thresholding.** The threshold could be selected based on Stein’s Unbiased Risk Estimate (SURE).

For more detail, refer to Johnstone & Silvennan (1997).

**Universal thresholding.** The threshold could be calculated by the following formula:

\[ \lambda_j = \sigma_j \sqrt{\frac{2 \log n}{n}} \]  \hspace{1cm} (16)

where \( \sigma_j \) is an estimate of the variation of wavelet coefficients of level \( j \), and \( n \) is the number of wavelet coefficients at that level.

Subsequently, a denoised version of the original signal is reconstructed from the approximation coefficient \( cA_{K,k} \) and detail coefficients \( cD_{j,k} \), utilizing the inverse WT.
RESULTS AND DISCUSSION

A random signal produced by noise is completely separate from a random signal produced by a deterministic dynamical system. The signal generated on the basis of a deterministic dynamical system is explained by a scanty number of variables and is also of moderate complexity. A signal may appear arbitrary, but it can be justified through dynamic systems with a few degrees of freedom. Statistical analysis is appropriate to determine the median, mean, variance, standard deviation, and linear properties of a time series without expressing nonlinear time series properties. Statistical analysis cannot be employed to investigate the discrepancy between the random signal with the noise and the random signal produced by a deterministic dynamic system, as it does not reveal the difference and requires dynamic analysis, which is based on the phase space reconstruction. In the first scenario, the prediction is made based on observational data, and the following steps are executed for dynamic analysis. We first discuss the complexity of the system and the embedding dimension needed to describe the dynamical system. Then the entropy, correlation, and periodicity of the series are evaluated. Finally, the nature of irregularity is examined in the time series to determine its dynamic or random nature. Following dynamic analysis, statistical analysis is performed, and in the next step, the observational time series (daily precipitation, daily maximum and minimum temperatures) are denoised (second scenario), and the first scenario steps are repeated. The results of the first scenario are presented in the Materials and methods section, followed by the results of the second scenario and their comparison with the results of the first scenario.

Correlation dimension

Running the second scenario on the time series of daily precipitation reduces the numerical distance of \( m \) of the observational time series to the time series of the QES model, and also the ARIMA, RBF, and ANN-MLP models produce the time series with a complexity equal to the observational time series. Before the second scenario (in the case of daily minimum and maximum temperatures), the difference of \( m \), where the graph is saturated, is high for the observational and predicted data (between 1 and 11 units of difference), whereas, in the second scenario, the difference is very small (between 1 and 5 units). It is concluded that the models in the second scenario generate a time series with a dynamic characteristic very similar to the observational time series, and in the first scenario, the dynamic properties differ considerably between the observational and the predicted time series. The \( m \) values of the second scenario are provided in Table 4.

Applying denoising revealed signs of an enhancement in the performance of the models; however, it had a slight impression on GP outcomes.

To sum it up, the results of the chaotic analysis revealed that applying the denoising method improved the performance of all models and in a few cases, that of GP; however, it was verified that some models were less affected than others. Nevertheless, in almost all cases, it had a neutral effect on GP performance. ANN-MLP and RBF accepted more positive influences than others and yielded the most accurate performance and outcomes.

ApEn

Comparison between Tables 2 and 5 suggests that after running the second scenario, the ApEn values of the predicted

| Table 4 | m values in which the graphs of Log \( r \) versus Log Cm(\( r \)) are saturated (related to denoised time series) |
| Time series | Forecasting models and observed data | Observed | ARIMA | ANN-MLP | RBF | QES | GP |
| Daily Pre\(^a\) | 5 | 5 | 5 | 5 | 4 | 2 |
| Daily Max\(^b\) | 6 | 6 | 6 | 5 | 6 | 6 |
| Daily Min\(^c\) | 6 | 6 | 6 | 5 | 5 | 5 |

\(^{a}\)Precipitation; \(^{b}\)maximum temperature; \(^{c}\)minimum temperature.

| Table 5 | Approximate entropy values of daily precipitation, daily maximum, and daily minimum temperatures of the denoised time series |
| Time series | Forecasting models and observed data | Observed | ARIMA | ANN-MLP | RBF | QES | GP |
| Daily Pre\(^a\) | 16 | 5 | 17 | 17 | 6 | 5 |
| Daily Max\(^b\) | 9 | 10 | 10 | 12 | 8 | 9 |
| Daily Min\(^c\) | 10 | 11 | 11 | 11 | 10 | 10 |

\(^{a}\)Precipitation; \(^{b}\)maximum temperature; \(^{c}\)minimum temperature.
time series of all the models are depreciated. Dominant impacts are observed on the performance of models QES and GP. The second scenario has a considerable effect on the accurate prediction of the model of QES (in the case of daily temperatures), while the influence on the other models is more limited. Generally speaking, denoising has a positive influence on all the models.

**Autocorrelation**

The results of the autocorrelation comparison of the first scenario with the second one indicate that denoising advanced the performance of all the models (the results resembled the observational time series). However, the difference between RBF results and observational data was more notable than that of other models (in the case of daily temperatures). The autocorrelation graphs of the second scenario are given in the appendix in Supplementary Materials.

**Phase space reconstruction and surrogate data**

Following the implementation of the second scenario, all models (in the case of daily temperatures) produced promising results, and the outcomes became remarkably similar to those of the observational data. Furthermore, the performance of QES strongly developed, thereby suggesting a higher degree of dynamic property than the first scenario. The second scenario graphs are presented in the appendix. Generally speaking, denoising has a positive influence on all the models. In all cases, the performance of the RBF and ANN-MLP models was appropriate.

To sum it up, the results of the chaotic analysis revealed that applying the denoising method improved the performance of all models and in a few cases, that of GP; however, it was verified that some models were less affected than others. Nevertheless, in many cases, it had a neutral effect on GP performance. ANN-MLP and RBF accepted more positive influences than others and yielded the most accurate performance and outcomes.

**Statistical comparison**

After forecasting the time series of daily precipitation based on the denoised time series (second scenario), the correlation of all the models increases, and the highest correlation extension is concerning the ARIMA model. The error rate of this model (ARIMA) is also lower than all other models and has approached zero, and all the models have a reduced error rate. However, the GP model has received the least impact. The $R^2$ and RMSE results for the time series of daily minimum and maximum temperatures confirm that the second scenario produces time series with high correlation and negligible error by all the models, and the most positive effect (an increase in correlation and an error reduction) is accepted by the ARIMA model. The second scenario has an imperceptibly positive impact on the GP model so that the correlation almost remains constant (compare Tables 3 and 6).

The statistical analysis revealed that denoising improved the performance of all forecasting models; however, the GP model accepted the least impact.

According to the results, the denoising theory exerted promising and positive effects on all models. Nevertheless, the GP model accepted the least impact. The studies of Papadimitriou & Bezerianos (1999), Mohanty et al. (2019), Frikha & Hamida (2012), Balabin et al. (2008), Hui & Xinxia (2010), Chen & He (2006), Zhu et al. (2018), and Yang et al. (2019) were consistent with the present results, which indicated positive impressions on ARIMA, RBF, and ANN-MLP. As far as the authors of this study are concerned, no study has been conducted on the impacts of denoising on the performance of QES and GP. Furthermore, results demonstrate a strong and close resemblance between RBF and ANN-MLP performance.

Bounds & Lloyd (1990) proved the same results.

| Statistics results of forecasting models, forecasted based on the denoised time series |
|---------------------------------|-----------------|-----------|-----------|--------|-----|
|                                | ARIMA           | ANN-MLP   | RBF       | QES    | GP  |
| Pre $R^2$                      | 0.17            | 0.19      | 0.20      | 0.09   | 0.12|
| RMSE                           | 3.22            | 4.11      | 4.12      | 5.12   | 4.36|
| Max $R^2$                      | 0.99            | 0.99      | 0.99      | 0.95   | 0.91|
| RMSE                           | 0.75            | 2.95      | 2.95      | 1.75   | 1.95|
| Min $R^2$                      | 0.98            | 0.99      | 0.99      | 0.92   | 0.87|
| RMSE                           | 0.80            | 0.84      | 0.85      | 0.83   | 0.88|

Pre, daily precipitation; Max, daily maximum temperatures; Min, daily minimum temperatures.
CONCLUSION

Statistical analysis, nonlinear dynamic analysis, and chaos theory were adopted to investigate the effect of denoising on the performance of prediction models. Positive impact on the prediction model means that the prediction model generates time series by nonlinear, statistical, and chaotic dynamic properties (including entropy, correlation dimension, autocorrelation, error, correlation, periodicity, and irregularity in time series) equal to or very close to the observational time series. However, the negative impact on the prediction model means that the time series is produced by the prediction model with nonlinear, statistical, and chaotic dynamic properties with a significant disagreement between the observational time series and the forecasted time series. The results of the nonlinear and chaotic dynamic analysis revealed that prediction based on the denoised time series of daily precipitation has a positive effect on all the models, particularly RBF and ANN-MLP models, although it has the most limited influence on the GP model. Forecasting based on the denoised time series of daily minimum and maximum temperatures has a positive effect on all the models. RBF and ANN-MLP models generate a time series with a dynamic and statistical characteristic very comparable to the observational time series. To sum up, with more substantial sinusoidal characteristics in a time series, denoising then has a further positive impression on the performance of all the models, of which the ANN-MLP and RBF performed most highly among the five models. GP accepted less positive influences than the four other models. Therefore, it is recommended that the time series be denoised before prediction depending on the intensity of the sinusoidal property of the time series, and then the prediction is performed.
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