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ABSTRACT

In order to survey the possible periodic, uncertainty and common features in runoff with multi-temporal scales, the empirical mode decomposition (EMD) method combined with the set pair analysis (SPA) method was applied, with data observed at Zhangjiashan hydrological station. The results showed that the flood season and annual runoff time series consisted of four intrinsic mode function (IMF) components, and the non-flood season time series exhibited three IMF components. Moreover, based on the different coupled set pairs from the time series, the identity, discrepancy, and contrary of different periods at multi-temporal scales were determined by the SPA method. The degree of connection $\mu$ between the flood season and annual runoff periods were the highest, with 0.94, 0.77, 0.7 and 0.73, respectively, and the $\mu$ between the flood periods and the non-flood periods were the lowest, with 0.66, 0.46, 0.24 and 0.24, respectively. Third, the maximum $\mu$ of each SPA appeared in the first mode function. In general, the different extractive periods decomposed by the EMD method reflected the average state of Jinghe River. Results also verified that runoff suffered from seasonal and periodic fluctuations, and fluctuations in the short-term corresponded to the most important variable. Therefore, the conclusions drawn in this study can improve water resources regulation and planning.
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HIGHLIGHTS

- A coupling model of empirical mode decomposition and set pair analysis is proposed.
- Mutation and variation of runoff under different time scales is provided.
- Trend components and fluctuation features under multi-temporal scales are explored.
GRAPHICAL ABSTRACT

INTRODUCTION

River runoff trends change with climatic conditions. In recent years, research on runoff variability is focusing more on climate factors because runoff has been recognized as an important hydrological phenomenon, also exhibiting long-term and complex variability (Zhao et al. 2011). Certainly, it is heavily influenced by several factors, such as precipitation, evaporation, and human activities (Yilinuer et al. 2015). A general consensus is that runoff processes tend to be alternating, but random (Jeon et al. 2014). In order to better understand the nonlinear, non-stationary frequency components of runoff time series, numerous hydrological models and theoretical methods have been developed and applied (Chau 2017; Birkel & Barahona 2019).

In the past two decades, many models and techniques have been applied to analyze runoff time series. The following two main research directions have been widely discussed: frequency and trends analysis, and prediction or real-time forecasting. These are self-governed and interrelated at the same time (Yu et al. 2001). Forecasting is useful to understand the temporal and spatial transformations in a hydrological time series. Various researchers have recommended prediction due to its scientific and rigorous method. These include the artificial neural network model (Nourani 2017), support vector machine (He et al. 2014), and sample entropy (Chou 2014). However, these simulation studies should be based on basic trend analysis or implicated in small sample cases. It could also be argued that models for runoff forecasting are unreliable without frequency and trends calculations. To better understand the underlying patterns and trends, several mathematical methods, such as the Mann–Kendall trend test, regression analysis, and exponential smoothing method (Lloyd & Tommy 2011), as well as the autoregressive integrated moving average (ARIMA) method, ARIMA with exogenous input (ARIMAX), multiple linear regression (Adamowski & Chan 2014; Zhang et al. 2014) and wavelet analysis (Nourani et al. 2015) have been recommended.

The wavelet analysis method is more commonly used in the analysis of hydrological time series at multi-temporal scales (Chou 2011; Potocki et al. 2017; Roushangar et al. 2018). Using this method, Chou (2011) applied the wavelet transform to determine the number of resolution levels for a rainfall time series. Roushangar et al. (2018) developed a wavelet-based de-noising approach to reduce the effects of noise in a precipitation time series. Although higher resolution was obtained via the wavelet analysis method both in the frequency and temporal domains, many false harmonics still existed as a result of its limitations (Rhif et al. 2019).
Moreover, the selection of wavelet base functions significantly impacted the results (Yan 2013).

In order to overcome the shortcomings of runoff time series, such as non-stationary, harmonics or false information during the simulation process, Huang et al. (1998, 1999) developed a new signal analysis method called the empirical mode decomposition (EMD). EMD can decompose an original signal into fluctuations or trends at various scales (or frequencies) and produce a stationary data series with different dimensions called the intrinsic mode function (IMF). The IMF can reduce processing complexity and is more effective than the wavelet and almost all the other previous decomposition methods, in particular in the local frequency and time domains (Kim & Oh 2009; Lee & Ouarda 2011; Zhang et al. 2017a, 2017b). Thus, EMD is adaptive, empirical, direct, and intuitive. It has been applied to hydrological phenomena with good results (Giulia et al. 2011; Karthikeyan & Kumar 2013; Zhang et al. 2014).

The complexity of change in runoff mainly lies in its uncertainty. To determine runoff uncertainty, it is necessary to carry out an in-depth study on time series relationships. To resolve difficult and inconvenient calculations by using the mathematical method (Adamowski & Chan 2011; Giulia et al. 2011), Zhao & Xuan (1989) first developed a set pair analysis (SPA) method to measure the uncertainty. SPA describes three aspects of an uncertainty relationship between variables: (1) identity, (2) discrepancy, and (3) contrary. It can be applied to deal with the interaction between certainty and uncertainty. As Zhang et al. (2019) implicated in water resources, it is suitable for cases with two or more groups from two or more perspectives. Therefore, it has been commonly used in hydrological analyses, such as annual runoff variability (Yu et al. 2018); evaluating hydrological forecasting models (Pan et al. 2017); analyzing relationships between flood peak and volume (Zhu et al. 2007), annual runoff, and classifications (Wang et al. 2008). These cases show that SPA is more effective, objective, and reasonable for hydrological uncertainty correlation analysis.

Accordingly, EMD can be used to determine the internal trends of the data series, and SPA can be used to determine the relationships between the data series. Thus, based on the basic rules of the single algorithm of the EMD and SPA, the advantageous point is that they can be combined to accurately determine runoff uncertainty features. Some earlier studies (Yu et al. 2018) determined the uncertainty in runoff by decomposing the series with EMD or an improved EMD, and compared the series with SPA. However, these studies did not focus on the different temporal intervals of the data series. Moreover, even the common features were hidden among multiple time series. Furthermore, in order to analyze, predict, and evaluate the phenomena, it is important to explore the uncertainty relationships between different sets in a given pair (Jin et al. 2017). In light of the preceding literature review, this study aimed to determine the uncertainties in the flood season, non-flood season, and annual runoff time series at Zhangjiaoshan hydrological station (ZHS) located at the outflow of Jinghe River in China from 1955 to 2006. The time series were decomposed into multi-temporal scales by EMD method to obtain the fluctuation components for different periods. Then, the SPA method was applied to investigate the uncertainty and the potential interrelationships in the fluctuation components and precipitation with runoff for different periods. Under these time scales, similar periodic and fluctuation trends were observed within each IMF component. On the other hand, the results of multiple SPA patterns showed a high connection degree manifested within short-term relationships. Moreover, via this coupled model, a better way to solve the problem of runoff data scarcity is encountered in hydrological research, engineering design, and water resources management.

**DATA SERIES AND METHODS**

**Data series**

Weihe River is one of the tributaries of the Yellow River in China. Jinghe River is the largest tributary of Weihe River, as shown in Figure 1. It originates from Liupanshan Mountain in Ningxia Hui Autonomous Region of China, and is 451 km long with a catchment area of 45,400 km². Jinghe River is known for its violent flooding with a large amount of sediment. The average annual runoff is 1.75 billion m³, and average annual sediment transport is 0.31 billion tons. As such, it experiences major floods and is the source of sediment for the Weihe and Yellow River.
ZHS is the main control station for the lower reach of Jinghe River and is located where the river flows into Weihe River. In this study, the homogeneity and reliability of the monthly and annual runoff series from 1955 to 2006 at the ZHS were tested and found to be satisfactory. Figure 2 shows the natural runoff data series at ZHS from 1955 to 2006. In addition to the calculations and the analysis of annual runoff, flood season runoff (July–October) and non-flood season runoff (November–June) were also analyzed in order to identify change features in the intra-annual distributions of runoff. To match the runoff time series, 52 years of precipitation data from 25 meteorological stations located in the Jinghe River basin were selected for the period 1955–2006.

Methods

Statistical analysis

The analysis was based at ZHS and watershed precipitation stations for annual runoff and area averaged precipitation. In statistically significant cases, the average surface rainfall in the study catchment was calculated by using the Theil–Sen estimator (Blöschl et al. 2017). Trend analysis between river runoff and precipitation was performed for multiple series and the stationarity of the relationship between annual runoff and areal precipitation totals was analyzed by double mass curves (Searcy & Hardison 1960).

Empirical mode decomposition

Based on local characteristics and the temporal domain of the data, Huang et al. (1999) developed the EMD method, which could decompose any nonlinear and non-stationary signal into a set of IMFs, amplitude, and frequency modulated signals on separate time scales. In the EMD decomposition progress, no prior knowledge is required. According to the characteristics of the input signal, IMF is
obtained through multiple adaptive screening decomposition and each IMF needs to be screened out several times which depends on the local mean value of the upper and lower bounds conditions. During calculation, each IMF satisfies the following two basic conditions in order to obtain a meaningful instantaneous frequency: (1) In the entire data range, the number of extreme points and the number of zero crossings must be either equal or their difference should not be greater than one; (2) At any point, the mean of the upper envelope formed by all local maxima and the lower envelope formed by all local minima is zero.

Usually, any eligible time series \( x(t) \) can be decomposed into several IMFs and one final residual \( r_n \) as follows:

\[
x(t) = \sum_{i=1}^{n} c_i + r_n
\]  

(1)

where \( c_i \) is the \( i \)th IMF, \( r_n \) is the final residue term, and \( n \) is the number of IMFs.

The key function of the EMD is to extract the IMF from a given time series \( x(t) \). The basic steps to successively extract the IMFs are as follows (Yang et al. 2010; Huang et al. 2004):

1. Extract all local extreme values including the local minima and maxima of \( x(t) \).
2. Interpolate the identified local maxima and minima points with a cubic spline, and construct the upper and lower envelopes \( e_{up} \) and \( e_{low} \).
3. Calculate the mean \( m(t) \) of the two envelopes, as follows:

\[
m(t) = (e_{up} + e_{low})/2
\]  

(2)

4. Construct the new time series:

\[
h(t) = x(t) - m(t)
\]  

(3)

Usually, \( h(t) \) is not an expected IMF component. Therefore, this shifting process needs to be repeated \( k \) times until the first IMF component \( c_1(t) = h_{1k}(t) \) from the data \( x(t) \) is achieved. The residual \( r_1(t) = x(t) - c_1(t) \) gets further decomposed until it satisfies the limiting standard deviation (SD).

The criterion of the SD is defined as follows:

\[
SD = \sum_{k=1}^{T} \left( \frac{(h_{k-1}(t) - h_{1k}(t))^2}{(h_{1(k-1)}(t))^2} \right)
\]  

(4)

where \( T \) is the length of the time series and \( SD \) lies between 0.2 and 0.3.

(5) Repeat Steps 1–4 until all IMFs are extracted:

\[
r_2(t) = r_1(t) - c_2(t)
\]  

(5)

\[
r_n(t) = r_{(n-1)}(t) - c_n(t)
\]  

(6)

**Set pair analysis**

The SPA is a method that can systematically analyze certainty and uncertainty, as well as the certainty–uncertainty interaction between two sets in a set pair for a given problem. In general, the analysis is performed by establishing the connection between the two sets under consideration (Searcy & Hardison 1960). The basic concepts of the SPA include set pairs and their degree of connection, in which the common features (identical), contrary features (contrary), and features that are neither common nor contrary in the two sets are identified.

For set pair \( H(A, B) \), which consists of two interrelated sets \( A \) and \( B \), the properties of these two sets include identity degree, discrepancy degree, and contrary degree. They are defined as follows:

\[
\mu = S/N + (F/N)i + (P/N)j
\]  

(7)

where \( \mu \) is the connection degree of the set pair \( H(A, B) \); \( S \) is the number of identity characteristics; \( F \) is the number of discrepancy characteristics; \( P \) is the number of contrary characteristics; \( N \) is the total number of characteristics of the set pair, and \( N = S + F + P \); \( i \) and \( j \) are the coefficients of the discrepancy degree \( F/N \) and the contrary \( P/N \), respectively; \( i \) is an uncertain value under different conditions between −1 and 1, i.e. \( i \in [-1, 1] \), sometimes it can be only regarded as a discrepancy marker; and \( j \) is the contradictory coefficient \( j = -1 \), which is determined based on each specific situation.
Given the ratios \( a = S/N(\text{identity degree}) \), \( b = F/N(\text{discrepancy degree}) \), and \( c = P/N(\text{contrary degree}) \), Equation (5) can be rewritten as follows:

\[ \mu = a + bi + cj \]  

Clearly, \( a, b, c > 0 \), and \( a + b + c = 1 \).

**RESULTS**

**Statistical characteristics of annual precipitation and runoff**

The annual runoff series for the study catchment in the study period ranged from \(7.05 \times 10^8\) to \(39.07 \times 10^8\) m\(^3\), and precipitation varied from \(153.39 \times 10^8\) to \(321.92 \times 10^8\) m\(^3\) (Figure 3(a)). During the study period, the precipitation time series decreased substantially except during the non-flood season, but runoff decreased in all the time series (Figure 3). The interannual variability trend was mainly driven by the flood season.

Considering the different variability trend between flood season and non-flood season, the double mass curve was applied to test the break site. The straight line pattern of the double mass curve for precipitation and runoff at ZHS showed the stationarity of the relationship between precipitation and runoff during the study period (Figure 4). Moreover, the coefficient of the curve between precipitation and runoff is 0.99. However, the curve also indicated a change in the runoff/precipitation ratio during the years 1966 and 1999 (Figure 4).

---

**Figure 3** | Variability trend of precipitation and runoff.
Changes in the multi-temporal scale of natural runoff

Using the EMD method, multi-temporal time series for the flood season, non-flood season, and annual runoff at ZHS from 1955 to 2006 were analyzed with an SD of 0.25 (Jin et al. 2017). As calculated by using Equations (1)–(3), each IMF component of the time series indicated feasible fluctuation periods. In general, the number of components of the basic model that depends on the response of the original signal to the SD and calculation criteria was not fixed. Further, Figures 5–7 show the decomposed runoff time series for the flood season, non-flood season, and annual by the EMD method.

The flood season time series (Figure 5) indicates that quasi-periodic fluctuations of 3–5 years were present in the IMF1 components time series except for some intervals. The largest runoff fluctuation occurred in the early 1960s. During the other periods, runoff was considered stable with a small range of variability, and slightly decreased amplitude was observed during the late 1990s. For the IMF2 components periodic fluctuations, the time series only had one interval with different fluctuations. Quasi-periodic fluctuations of 4–7 years were also observed. The IMF2 time series could be separated into two periods based on the 1970s. Before the 1970s, the fluctuation presented smaller amplitude and shorter periods than those after the 1970s. In particular, the amplitude increased with time and the largest fluctuation occurred from the year 2001. In the IMF3 components time series, quasi-periodic fluctuations of 8–12 years were present. The period wavelength increased while the amplitude of runoff fluctuation decreased gradually year after year, and the largest fluctuation was in the 1960s. In the IMF4 components of flood season time series, quasi-periodic fluctuations of 24 years were present between the 1950s and the mid-1970s. Further, there were no obvious quasi-periodic fluctuations. Figure 5 demonstrates that the residual components of the flood season were smoother and decreased over the years. In general, the quasi-periodic fluctuations presented an increasing trend from IMF1 to IMF4, until only a smooth decreasing trend of residual components was obtained. However, amplitude variation of IMF1, IMF3, and IMF4 showed a decreasing tendency, while IMF2 increased. Consequently, the flood season time series exhibited four types of time scale, 2–5, 4–7, 12, and 24 years.

Figure 4 | Double mass curve between precipitation and runoff.

Figure 5 | IMF components time series for flood season runoff at ZHS.
Figure 6 illustrates that quasi-periodic fluctuations of 3–7 years are present in the IMF1 components time series. The largest runoff fluctuation occurred in the early 1960s, and the second largest occurred from the mid-1970s to the early 1990s. During the other periods, runoff was stable.

The IMF2 components periodic fluctuations indicated that the time series only had one interval with different fluctuations. Quasi-periodic fluctuations of 5–10 years were observed, except for 1973–1986. The IMF2 time series was separated into two types: (1) greater amplitude larger time scale during 1973–1986, and (2) less amplitude shorter time scale during the other time with 5–7 years. However, the amplitudes of the fluctuations in the non-flood season time series decreased each year. Further, the largest fluctuation occurred in the mid-1970s.

For the IMF3 components time series, quasi-periodic fluctuations of 12–22 years were observed in the non-flood season time series. Moreover, along with time, the amplitudes of non-flood season runoff were relatively small. The period wavelength was longer than that in the flood season time series, and the longest period occurred from 1972 to 1994. After the 1990s, the periodic fluctuation gradually shortened. The amplitude of runoff fluctuation was stable before the 1980s, and gradually decreased after the 1980s.

The residual components from the non-flood season showed faint varying trends. They seemed to be steady from prior to the mid-1970s, and then decreased.

In order to compare the difference between annual scale and seasonal scale, Figure 7 shows the decomposed results for annual runoff from 1955 to 2006 using the EMD method, which included four IMF components and one residual. It can be seen that:

(1) Quasi-periodic fluctuations of 3–5 years were present in the IMF1 component time series. The largest fluctuation
occurred in the mid-1960s. From the mid-1960s to the early 21st century, the runoff fluctuations were stable.

(2) The different amplitudes periods were very close to the IMF1. Except in the mid-1960s, quasi-periodic fluctuations of 4–9 years were present in the IMF2 component time series. The longest period wavelength was from the 1950s to the 1960s. The fluctuations around the 1950s and after the mid-1970s showed the largest amplitudes, and they remained relatively stable.

(3) Quasi-periodic fluctuations of 12–15 years were observed in the IMF3 component time series. In the entire time series the amplitude decreased consequently, while the fluctuation periods increased. Moreover, the largest fluctuation occurred around the mid-1960s.

(4) In the IMF4 component time series, there were only two complete waves. Quasi-periodic fluctuations of 23–27 years were present. One occurred from the 1950s to the 1970s when the quasi-periodic fluctuation of 23 years was present. The other was from the 1970s to the 1990s, when the quasi-periodic fluctuation of 27 years was present. Otherwise, in the entire time series, the fluctuations decreased gradually.

(5) In the residual component time series, the overall trend varied and decreased from 1955 to 2006. Especially, the decline was steeper after the 1990s.

The common point of these IMF functions was that different variation occurred in the mid-1960s and the late 1990s, and quasi-periodic fluctuation increased from the start year. In the meantime, all extracted factors exhibited shortened amplitude with time period except IMF3.

In general, the IMF extracted from different time series showed similar variation characteristics. Fluctuations during the mid-1960s and late-1990s showed obviously different characteristics from other periods. Furthermore, the quasi-periodic characteristic of fluctuation increased from the start year, while the majority of fluctuation amplitude decreased along with time.

### SPA on runoff at multi-temporal scales

The runoff time series was decomposed to the IMF1–IMF4 components by the EMD method, and each component showed its own fluctuation periods. Therefore, the SPA assumed that the fluctuation period of the IMF1 component was short, that of the IMF2 component period was medium, and those of the IMF3 and IMF4 periods were long. The residual was not analyzed because it had no periodic fluctuation. In order to describe the relationship between the annual, flood season, and non-flood season time series, the IMFs were placed in different set pairs, as presented in Table 1. On the other hand, due to the relationship between precipitation and runoff, the SPA set different temporal scales between them (Table 1).

(1) The flood season runoff series for Jinghe River \( Y_{\text{flood}} = (y_1, y_2, y_3, \ldots, y_{70}) \) was denoted as Set A. Its four IMF components \( X_m = (x_{m1}, x_{m2}, x_{m3}, \ldots, x_{m70}) \) were specified as Set \( A_m \), where \( m = 1, 2, 3, \) and 4. The non-flood season runoff series for Jinghe River \( Y_{\text{nonflood}} = (y_1, y_2, y_3, \ldots, y_{70}) \) was denoted as Set B. Its three IMF components \( X_m = (x_{m1}, x_{m2}, x_{m3}, \ldots, x_{m70}) \) were specified as Set \( B_m \), where \( m = 1, 2, \) and 3. Note, the non-flood season runoff was only decomposed into three IMF components, but the IMF3 component involved the medium-long and long periods. The four

### Table 1 | SPA on runoff with different temporal scales

<table>
<thead>
<tr>
<th>Components/runoff</th>
<th>H (Am, Bm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( m - 1 )</td>
</tr>
<tr>
<td>Flood and non-flood runoff</td>
<td>IMF1, IMF1</td>
</tr>
<tr>
<td>Flood and annual runoff</td>
<td>IMF1, IMF1</td>
</tr>
<tr>
<td>Non-flood and annual runoff</td>
<td>IMF1, IMF1</td>
</tr>
<tr>
<td>Annual runoff and IMF</td>
<td>A1, IMF1</td>
</tr>
<tr>
<td>Annual precipitation and runoff</td>
<td>P, R</td>
</tr>
</tbody>
</table>

Runoff at different temporal scales employed for each set \((A_m, B_m)\) in Table 1 is denoted as.
set pairs were denoted as \((A_1, B_1),(A_2, B_2),(A_3, B_3)\), and \((A_4, B_4)\), which were made up of the four decomposed flood season runoff IMF components, and three decomposed non-flood season runoff IMF components.

(2) The flood season runoff series for Jinghe River \(Y_{\text{fl}} = (y_1, y_2, y_3, \ldots, y_{70})\) was denoted as Set \(A\). Its four IMF components \(X_m = (x_{m1}, x_{m2}, x_{m3}, \ldots, x_{m70})\) were specified as Set \(A_m(m = 1, 2, 3, 4)\). The annual runoff series for Jinghe River \(Y_{\text{annual}} = (y_1, y_2, y_3, \ldots, y_{70})\) was denoted as Set \(B\). Its four IMF components \(X_m = (x_{m1}, x_{m2}, x_{m3}, \ldots, x_{m70})\) were specified as Set \(B_m(m = 1, 2, 3, 4)\). The four set pairs were denoted as \((A_1, B_1),(A_2, B_2),(A_3, B_3)\) and \((A_4, B_4)\), which were made up of the four decomposed flood season runoff IMF components, and the four decomposed annual runoff IMF components.

(3) The non-flood season runoff series for Jinghe River \(Y_{\text{fl}} = (y_1, y_2, y_3, \ldots, y_{70})\) was denoted as Set \(A\). Its three IMF components \(X_m = (x_{m1}, x_{m2}, x_{m3}, \ldots, x_{m70})\) were specified as Set \(A_m(m = 1, 2, 3)\). The annual runoff series for Jinghe River \(Y_{\text{annual}} = (y_1, y_2, y_3, \ldots, y_{70})\) was denoted as Set \(B\). Its four IMF components \(X_m = (x_{m1}, x_{m2}, x_{m3}, \ldots, x_{m70})\) were specified as Set \(B_m(m = 1, 2, 3, 4)\). The four set pairs were denoted as \((A_1, B_1),(A_2, B_2),(A_3, B_3)\) and \((A_4, B_4)\), which were made up of the three decomposed non-flood season runoff IMF components, and the four decomposed annual runoff IMF components.

(4) The natural annual runoff series for Jinghe River \(Y_{\text{annual}} = (y_1, y_2, y_3, \ldots, y_{70})\) was denoted as Set \(A\). Its four IMF components \(X_m = (x_{m1}, x_{m2}, x_{m3}, \ldots, x_{m70})\) were specified as Set \(B_m(m = 1, 2, 3, 4)\). The four set pairs were denoted as \((A_1, B_1),(A_2, B_2),(A_3, B_3)\) and \((A_4, B_4)\), which were made up of the four decomposed IMF components, and the natural annual runoff series.

(5) The precipitation series including annual, flood season, and non-flood season for Jinghe basin \(P_m = (y_1, y_2, y_3, \ldots, y_{52})\) was denoted as Set \(A_m(m = 1, 2, 3)\). Natural runoff including annual, flood season and non-flood season \(R_m = (x_{m1}, x_{m2}, x_{m3}, \ldots, x_{m52})\), were specified as Set \(B_m(m = 1, 2, 3)\). The three set pairs were denoted as \((A_1, B_1),(A_2, B_2),\) and \((A_3, B_3)\) which were made up of the annual, flood season, and non-flood season series.

For these SPA groups, runoff from the annual, flood season, and non-flood season time series were decomposed into IMFs. Further, each IMF element was classified into three parts: (I) poor, (II) normal, and (III) rich. By using the mean SD method, the IMF components were classified into the three parts and their corresponding classification ranges were \((-\infty, Ex - 0.5d)\), \((Ex - 0.5d, Ex + 0.5d)\), and \((Ex + 0.5d, +\infty)\), where \(Ex\) is the mean value of the set in a set pair and \(d\) is the SD. Table 2 presents the classification results for the annual, flood season, and non-flood season time series, respectively.

Based on the classification results presented in Table 2 and Equations (5) and (6), for \(i = 0.5, j\) was specified as \(-1\), the identity degree \(a\), the discrepancy degree \(b\), the contrary degree \(c\), and the connection degree \(\mu\) at multi-temporal scales were then obtained, which are listed in Table 3.

### Table 2 Classification results for multiple time series

<table>
<thead>
<tr>
<th>Time series</th>
<th>Classification</th>
<th>(X_1)</th>
<th>(X_2)</th>
<th>(X_3)</th>
<th>(X_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual runoff</td>
<td>Poor (I)</td>
<td>((-\infty, 14.62))</td>
<td>((-\infty, -3.09))</td>
<td>((-\infty, -1.09))</td>
<td>((-\infty, -0.74))</td>
</tr>
<tr>
<td></td>
<td>Normal (II)</td>
<td>((14.62, 20.45))</td>
<td>((-3.09, 1.76))</td>
<td>((-1.09, 1.03))</td>
<td>((-0.74, 0.80))</td>
</tr>
<tr>
<td></td>
<td>Rich (III)</td>
<td>([20.45, +\infty))</td>
<td>([1.76, +\infty))</td>
<td>([1.03, +\infty))</td>
<td>([0.80, +\infty))</td>
</tr>
<tr>
<td>Flood season runoff</td>
<td>Poor (I)</td>
<td>((-\infty, 8.50))</td>
<td>((-\infty, -2.52))</td>
<td>((-\infty, -0.87))</td>
<td>((-\infty, -0.48))</td>
</tr>
<tr>
<td></td>
<td>Normal (II)</td>
<td>((8.50, 13.03))</td>
<td>((-2.52, 1.51))</td>
<td>((-0.87, 0.58))</td>
<td>((-0.48, 0.65))</td>
</tr>
<tr>
<td></td>
<td>Rich (III)</td>
<td>([13.03, +\infty))</td>
<td>([1.51, +\infty))</td>
<td>([0.58, +\infty))</td>
<td>([0.65, +\infty))</td>
</tr>
<tr>
<td>Non-flood season runoff</td>
<td>Poor (I)</td>
<td>((-\infty, 5.86))</td>
<td>((-\infty, -0.97))</td>
<td>((-\infty, -0.25))</td>
<td>((-\infty, -0.47))</td>
</tr>
<tr>
<td></td>
<td>Normal (II)</td>
<td>((5.86, 7.68))</td>
<td>((-0.97, 0.45))</td>
<td>((-0.25, 0.43))</td>
<td>([-0.47, 0.38))</td>
</tr>
<tr>
<td></td>
<td>Rich (III)</td>
<td>([7.68, +\infty))</td>
<td>([0.45, +\infty))</td>
<td>([0.45, +\infty))</td>
<td>([0.38, +\infty))</td>
</tr>
<tr>
<td>Annual precipitation</td>
<td>Poor (I)</td>
<td>((-\infty, 493.69))</td>
<td>((-\infty, 313.02))</td>
<td>((-\infty, 164.16))</td>
<td>([-164.16, +\infty))</td>
</tr>
<tr>
<td></td>
<td>Normal (II)</td>
<td>((493.69, 571.03))</td>
<td>((313.02, 381.23))</td>
<td>((164.16, 206.31))</td>
<td>([206.31, +\infty))</td>
</tr>
<tr>
<td></td>
<td>Rich (III)</td>
<td>([571.03, +\infty))</td>
<td>([381.23, +\infty))</td>
<td>([206.31, +\infty))</td>
<td>([206.31, +\infty))</td>
</tr>
</tbody>
</table>
Further, the meaning of the set pair index in Table 3 is the same as in Table 1.

For the set pairs in the sequence from (A1, B1) to (A4, B3), the fluctuation period increased, and SPA results for the flood season and non-flood season runoff (Table 3) showed that:

(1) The identity degree $a$ of the flood season and non-flood season runoff decreased. For the identity degree, the maximum was 0.53 on the fluctuation with a short period, while the minimum was 0.21 on the fluctuation with a long period. The identity degree of the flood season and non-flood season runoff were mainly controlled by short periods.

(2) The discrepancy degree $b$ of the flood season and non-flood season runoff first increased, then decreased, and increased again. For the discrepancy degree, the maximum was 0.54 on the fluctuation with a long period, while the minimum was 0.27, on the fluctuation with a medium-long period.

(3) The contrary degree $c$ of the flood season and non-flood season runoff first increased and then decreased. For the contrary degree, the maximum was 0.31 on the fluctuation with a medium-long period, while the minimum was 0.07 on the fluctuation with a short period.

(4) The connection degree $\mu$ of the flood season and non-flood season runoff decreased. For the connection degree, the maximum was 0.66 on the fluctuation with a short period; however, the minimum was 0.24 on the fluctuation with a long period. The results for the connection degree were consistent with those for the identity degree.

SPA results for flood season and annual runoff (Table 3) showed that:

(1) The identity degree of the flood season and annual runoff first decreased, then increased, and decreased again. For the identity degree, the maximum was 0.89 on the fluctuation with a short period, while the minimum was 0.63 on the fluctuation with a medium-long period. Thus, the identity degree of the flood season and annual runoff was mainly on the fluctuation with a short period.

(2) The discrepancy degree of the flood season and annual runoff first increased, then decreased, and increased again. For the discrepancy degree, the maximum was 0.34 on the fluctuation with a medium period, while the minimum was 0.11 on the fluctuation with a short period.

(3) The contrary degree of the flood season and annual runoff first increased and then decreased. For the contrary degree, the maximum was 0.10 on the fluctuation with a medium-long period, while the minimum was 0 on the fluctuation with a short period.

(4) The connection degree of the flood season and non-flood season runoff decreased from 0.94 to 0.70. The results for the connection degree were consistent with those for the identity degree.

SPA results for non-flood season and annual runoff (Table 3) showed that:

(1) The identity degree of the non-flood season and annual runoff first decreased, then increased, and for the fluctuations with long periods decreased again. For the identity degree, the maximum was 0.57 on the fluctuation with a short period; however, the minimum was 0.43 on the fluctuation with a long period. The identity degree of the non-flood season and annual runoff was mainly on the fluctuation with a short period.

(2) The discrepancy degree of the non-flood season and annual runoff first increased, then decreased, and increased again. For the contrary degree, the maximum was 0.41 on the fluctuation with a medium period, while the minimum was 0.30 on the fluctuation with a medium-long period.

(3) The contrary degree of the non-flood season and annual runoff increased throughout. For the contrary degree, the maximum was 0.17 on the fluctuation with a long period; however, the minimum was 0.09 on the fluctuation with a short period.

(4) The connection degree of the non-flood season and annual runoff ranged from 0.66 to 0.46. The results for the connection degree were consistent with those for the identity degree.

SPA results for annual runoff at multi-temporal scales (Table 3) showed that:
The identity degree of the annual runoff at multi-temporal scales first decreased, and then increased. For the identity degree, the maximum was 0.59 on the fluctuation with a short period, while the minimum was 0.30 on the fluctuation with a medium-long period. The identity degree of the annual runoff at multi-temporal scales was mainly on the fluctuation with a short period.

The discrepancy degree of the annual runoff at multi-temporal scales first decreased, then increased, and decreased again. For the discrepancy degree, the maximum was 0.59 on the fluctuation with a medium-long period; nonetheless, the minimum was 0.37 on the fluctuation with a medium period.

The contrary degree of the annual runoff at multi-temporal scales decreased throughout. For the contrary degree, the maximum was 0.30 on the fluctuation with a short period, while the minimum was 0.11 on the fluctuation with a medium-long period.

The connection degree of the annual runoff at multi-temporal scales decreased from 0.75 to 0.48. The results for the connection degree were consistent with those for the identity degree.

 SPA results for precipitation and runoff at multi-temporal scales (Table 3) showed that:

For different temporal sets, Table 3 summarizes that for the identity degree, the maximum was 0.69 on the fluctuation with the annual period, while the minimum was 0.37 on the fluctuation with the non-flood period. The identity degree results for annual runoff and flood season temporal scales were relatively similar. For the discrepancy degree, the maximum was 0.48 with the non-flood period, while the minimum was 0.29 in annual sets. The maximum of the contrary degree was 0.15 with the non-flood period. The results for the connection degree were consistent with those for the identity degree.

The characteristics of properties for multi-temporal scales could be concluded from data summarized in Table 3. For the identity degree $a$, the maximum with high similarity was presented in the short period. Unfortunately, the maximum of discrepancy degree $b$ and contrary degree $c$ were present in different periods. Based on the fuzziness and randomness coefficients, the connection degree within all set pairs was decreased from short period to long period. This variation could be ascribed to the fact that the short period was the best response scale between precipitation and runoff, as well as different time scales for runoff.

**Table 3 | SPA for multi-temporal scales**

<table>
<thead>
<tr>
<th>Set pairs</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>μ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flood season and non-flood season runoff</td>
<td>(A1,B1)</td>
<td>0.53</td>
<td>0.40</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>(A2,B2)</td>
<td>0.36</td>
<td>0.50</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>(A3,B3)</td>
<td>0.41</td>
<td>0.27</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>(A4,B3)</td>
<td>0.21</td>
<td>0.54</td>
<td>0.24</td>
</tr>
<tr>
<td>Flood season and annual runoff</td>
<td>(A1,B1)</td>
<td>0.89</td>
<td>0.11</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(A2,B2)</td>
<td>0.63</td>
<td>0.34</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>(A3,B3)</td>
<td>0.7</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>(A4,B4)</td>
<td>0.63</td>
<td>0.31</td>
<td>0.06</td>
</tr>
<tr>
<td>Non-flood season and annual runoff</td>
<td>(A1,B1)</td>
<td>0.57</td>
<td>0.34</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(A2,B2)</td>
<td>0.49</td>
<td>0.41</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>(A3,B3)</td>
<td>0.54</td>
<td>0.3</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>(A3,B4)</td>
<td>0.43</td>
<td>0.4</td>
<td>0.17</td>
</tr>
<tr>
<td>Annual runoff</td>
<td>(A1,B1)</td>
<td>0.59</td>
<td>0.39</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>(A2,B2)</td>
<td>0.5</td>
<td>0.37</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>(A2,B3)</td>
<td>0.3</td>
<td>0.59</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>(A2,B4)</td>
<td>0.39</td>
<td>0.47</td>
<td>0.14</td>
</tr>
<tr>
<td>Precipitation and runoff</td>
<td>(A1,B1)</td>
<td>0.69</td>
<td>0.29</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(A2,B2)</td>
<td>0.62</td>
<td>0.38</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(A3,B3)</td>
<td>0.37</td>
<td>0.48</td>
<td>0.15</td>
</tr>
</tbody>
</table>

**DISCUSSION**

From 1955 to 2006, the original time series of annual runoff and precipitation did not change significantly, as presented in Figure 3. However, fluctuation trends between runoff and precipitation in the non-flood season were different. The most obvious point in the non-flood series occurred in the year 1975 (Figure 3(c)). Precipitation in the flood season of 1975 was 3.38 times of that in the non-flood season, possibly caused by the hysteresis between runoff and precipitation. Nevertheless, the relationship between accumulate precipitation and runoff verified that the real feasible mutated points were not the trend crossing year, but the years 1966 and 1999.

However, only the single line chart could not manifest the elucidation of the internal mechanism. Therefore, considering the self-adaptation, non-linear, and non-stationary characteristics of runoff time series, EMD was used to
decompose runoff at multi-temporal scales. The results showed that all the IMF1 and IMF2 components exhibited similar fluctuation periods. The IMF3 and IMF4 components also showed similar fluctuation periods for the flood season and annual runoff; however, the IMF3 components periodic fluctuation period of the non-flood season was between the flood season and annual runoff.

Comparative analysis of the amplitude results for different time series indicates that the IMF1 amplitudes for non-flood season runoff were greater than those for the flood season runoff. For the IMF2 components periodic fluctuations, both the flood and non-flood season time series showed only one interval with different fluctuations. Moreover, the corresponding time node occurred consistently with the mutation point of the accumulation curve. However, the largest fluctuations in the flood season and non-flood season time series occurred during the early 21st century and the mid-1960s, respectively. On the other hand, from the perspective of oscillation, all IMF exhibits the characteristic of extended cycle. Moreover, clearly, the significant variation period of the periodic boundary of annual runoff and flood season runoff just coincides with the abrupt transition point of the cumulative rainfall curve. The break period of non-flood season presents 3–5 years delay. This shows that rainfall in Jing River acts on runoff obviously and immediately during flood season and annual runoff. However, it generates a delayed response to non-flood season. Furthermore, the results of SPA presented in Table 3 also prove the conclusion. The maximum value of identity degree and connection degree occurred in the short period.

Even though uncertainty in hydrological phenomena has been widely accepted and discussed in earlier studies (Karthikeyan & Kumar 2015; Zhang et al. 2014), in this study, the EMD method was used to verify that a longer time series improves the response of inherent runoff characteristics. Based on the historical documents, the reconstruction of the hydro-climatic spatial patterns showed that a strong El Niño event was likely to induce precipitation anomalies over various regions, in particular, in the Asia-Pacific region, including the study area (Zhang et al. 2017a, 2017b, 2018). Further, the results of many earlier studies from observation or reanalysis data indicated that the impact of El Niño on precipitation anomalies in China was mainly characterized by less rainfall in northern China (Hao et al. 2019). Comparative analysis of these El Niño variable periods and the quasi-periodic fluctuations showed that the existence of the quasi-periodic fluctuations of 3.5 and 4–8 years was an El Niño phenomenon (Zhang et al. 2016, 2017a, 2017b). El Niño variability was implicated as a variation single of precipitation (Zhang et al. 2018), and the double mass curve showed high correlation with a correlation coefficient of 0.99 between runoff and precipitation. Runoff fluctuation periods for IMF1 and IMF2 components were very similar to the cycle periods of the El Niño phenomenon’s effects. This showed that there could have been a close relationship between El Niño and runoff in Jinghe River. Moreover, the IMF3 and IMF4 components may be related to the air-sea intersection and the long period of solar activity. Zhang et al. (2018) simulated the El Niño interannual variability and discussed impacts and interactions, in north China. By comparing the statistical ENSO mature phase year with runoff fluctuations for the Jinghe River, they showed relatively synperiodic but lagged effects. It was commonly concluded that when El Niño occurred, runoff increased (Zhang et al. 2016; Hao et al. 2019).

Despite the fact that the runoff was influenced by several factors, features within different temporal time scales need to be further classified by the coupling method of SPA with EMD factors. Therefore, based on the connection degree, SPA was applied to identify the classification based on different runoff volumes for each scale. Table 3 presents the existence of several common features. The maximum values of $a$ and $\mu$ for all the sets were in the IMF1 components. On the other hand, most maximum values of $b$ were in the IMF2 components except for the set of annual runoff at multi-temporal scales. The most significant difference of $c$ was in the IMF3 components when the flood season was one of the set components (Table 3); however, the other two sets (Table 3) revealed different components. Comparing the indicator $c$ with the quasi-periodic fluctuations of the IMF3 components demonstrated that the quasi-periodic fluctuation of IMF3 in the flood season was different from the other two temporal scales. As precipitation is one of the important natural determinants of change in river runoff, the SPA between precipitation and runoff with multiple time series showed quite similar results to IMF1. However, it can be considered consistent with the
coupled method application. From the basic definition of SPA, it can be concluded that the short period embodies the best connection degree between each set pair. With the increase of time scale, the connection degree between set pair indicators decreases, indicating that the mutual connection between them weakens and the influence of the other factors increases (Zhang et al. 2016).

CONCLUSIONS

The runoff series sounds to be a chaotic series, and the traditional methods could not perform the real logical characteristics. To investigate the fluctuation uncertainty and response relationship to runoff, the EMD-SPA method was determined and the results showed the following benefits:

(1) During 1955–2006, runoff and rainfall in Jinghe River catchment showed decreasing trends. Moreover, accumulative curve of rainfall reflected two noteworthy periods in the late 1960s and 1990s. These variation periods were also observed and investigated by the EMD-SPA method.

(2) By employing the EMD method, time series for the flood season, non-flood season, and annual runoff were decomposed into four or three components. The results showed that quasi-periodic fluctuations of all the time series were lengthening and the oscillation amplitude was decreasing. Amplitude mutation periods of annual runoff and flood season runoff occurred corresponding to the time of rainfall. However, non-flood season appeared a little later corresponding to the abrupt change of rainfall by 2–3 years.

(3) The SPA for runoff at multi-temporal scales and runoff with rainfall at multi-temporal scales determined the relationships between the IMF components based on the parameters of identity, discrepancy, and contrary. It showed that identity degrees of short period were the main component. Furthermore, it also indicated that the highest connection degree of the multiple series was present in the short period, and then the value decreased with the increase in the quasi-periodic feature. These results showed that runoff changes over the short term could basically reflect the average state of the Jinghe River. Therefore, enhancing short-term forecasting accuracy can improve the regulation and planning of water resources.
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