Evaluating the impact of rainfall–runoff model structural uncertainty on the hydrological rating of regional climate model simulations
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ABSTRACT

We propose to evaluate the impact of rainfall–runoff model (RRM) structural uncertainty on climate model evaluation, performed within a process-oriented framework using the RRM. Structural uncertainty is assessed with an ensemble approach using three conceptual RRMs (HBV, IHACRES and GR4J). We evaluate daily precipitation and temperature from 11 regional climate models forced by five general circulation models (GCM–RCMs), issued from EURO-CORDEX. The assessment was performed over the reference period (1970–2000) for five catchments situated in northern Tunisia. Seventeen discharge performance indexes were used to explore the representation of hydrological processes. The three RRMs performed well over the reference period, with Nash–Sutcliffe efficiency values ranging from 0.70 to 0.90 and bias close to 0%. The ranking of GCM–RCMs according to hydrological performance indexes is more meaningful before the bias correction, which considerably reduces the differences between GCM– and RCM-driven hydrological simulations. Our results illustrate a strong similarity between the different RRMs in terms of raw GCM–RCM performances over the reference period for the majority of performance indexes, in spite of their different model structures. This proves that the structural uncertainty induced by RRMs does not affect GCM–RCM evaluation and ranking, which contributes to consolidate the RRM as a standard tool for climate model evaluation.

Key words: bias correction, climate model evaluation, EURO-CORDEX, rainfall–runoff modelling, structural uncertainty, Tunisia

HIGHLIGHTS

• Structural uncertainty induced using rainfall–runoff models does not affect climate model evaluation and ranking performed using hydrological modelling.
• Importance of considering a wide set of hydrological performance indexes to evaluate climate model performance.
• Climate models that rank well on high-flow performance indexes rank poorly on low-flow performance indexes and vice versa.

1. INTRODUCTION

The widespread interest in understanding climate change, along with the response and feedback of ecosystems, has driven the creation and application of different models and methods to investigate these dynamics (Jacob et al. 2007; Deidda et al. 2013; Hakala et al. 2019). Numerical simulation of palaeo and future weather (including atmospheric circulation and surface-climate variables) generally needs to be derived from climate models. These models account generally for dynamic shifts in the global atmosphere and oceans, powered by global boundary conditions such as atmospheric trace gases, aerosols, earth–sun dynamics, sea ice, sea level and continental ice sheets. Climate models offer tools for reproducing and anticipating climate. General circulation models (GCMs) are the principal tools used to create projections of future climate with a resolution of around 100–300 km (horizontal grid spacing) (Hakala et al. 2019). GCMs’ resolution presents a problem when local-scale information is required (Piani et al. 2010). Dynamical downscaling (DD) (e.g. Maraun 2013; Jury et al. 2015) can be used to translate coarse resolution information to a finer scale. Within DD, a regional climate model (RCM) is used to simulate climate dynamics on the scale of 10–50 km (horizontal grid spacing), where GCM output is used as the boundary condition.

This is an Open Access article distributed under the terms of the Creative Commons Attribution Licence (CC BY-NC-ND 4.0), which permits copying and redistribution for non-commercial purposes with no derivatives, provided the original work is properly cited (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Climate system complexity has made it difficult to devise any model or method of downscaling that can reproduce this system perfectly. In practice, GCM–RCMs are generally selected for impact studies based on their ability to simulate current climate (Jacob et al. 2007; Jury et al. 2015; Hakala et al. 2018). For example, Mendlik & Gobiet (2016) propose the removal of extremely unrealistic models according to their performance under current climate and recommend that an impact study utilize more than just the ‘best-performing’ models because a good performance under current climate does not guarantee the most realistic future projections. Achieng & Zhu (2019) recommend the Bayesian averaging of GCM–RCMs streamflow projection. They suggest that individual GCM–RCMs’ performance under current climate before they are averaged should be consistent with their respective performances in the Bayesian framework.

While several performance indexes to evaluate the climate model were established, there is a lack of a standard performance index or procedure (Hakala et al. 2018). The evaluation of climate model performance over a historical period is generally based on climate variables and is generally performed for each climate variable separately (e.g. Gleckler et al. 2008; Khan & Koch 2018; Haj-Amor et al. 2020). However, the impact of climate change on the water cycle is the result of the interaction between climate variables, which are highly correlated with one another. For example, Dimitriadis et al. (2021) who evaluated the stochastic analogies in key hydroclimatic processes related to the hydrological cycle, found several stochastic similarities in the marginal structure and in the second-order dependence structure of hydroclimatic variables. They prove a specific hierarchy among their marginal and dependence structures, similar to the one in the hydrological cycle, which allows for the development of a universal stochastic view of the hydrological cycle under the Hurst–Kolmogorov dynamics (Hurst 1951; Koutsoyiannis et al. 2008; O’Connell et al. 2016; Markonis et al. 2018; Dimitriadis & Koutsoyiannis 2019). Indeed, the separate evaluation of variables simulated by climate models could be a limitation, and, therefore, assessing climate model inter-variable relationships is essential. Climate model inter-variable relationships can be assessed in a statistical framework (e.g. Jury et al. 2015). However, the statistical framework is not able to take into consideration the non-linear interaction between climate variables. In addition, with these methods (separate evaluation of climate model outputs and statistical intervariable relationship assessment), it is difficult to establish whether climate model’s performance is satisfactory in terms of predictions of practical interest, such as hydrological projection. To tackle these limitations, a few recent studies used a more process-based investigation of climate model simulations based on hydrological modelling (Foughali et al. 2015; Hakala et al. 2018; Santos et al. 2019).

In effect, the hydrological models are generally able to capture the interactions between temperature and precipitation, at the catchment scale, leading to discharge. In a first illustrative example, showing the interactions between temperature and precipitation into hydrological models, threshold air temperature is generally used to distinguish rainfall (liquid precipitation that flows or infiltrates into soil) from snowfall (that forms snowpack and does not generate immediate runoff). When air temperature increases above a given threshold, the snowpack melts gradually. The timing and the magnitude of discharge resulting from snowmelt is dependent on the feature of air temperature. In a second example, illustrating interactions between temperature and precipitation into the RRM, the surface runoff genesis depends mainly on both rainfall intensity and antecedent soil moisture. Antecedent soil moisture, in turn, depends on previous precipitation and air temperature conditions (for potential evapotranspiration estimation). Furthermore, RRM performances have shown to be sensitive to change in the pattern of climate forcing input (Merz et al. 2011; Dakhlouï et al. 2017). Indeed, RRM parameters have proven to be climate-dependent (i.e. influenced by climate conditions), pointing out that RRM parameters could represent a whole system including both the receiver environment and the forcing climate, as revealed by several studies (Ruelland et al., 2009; Deshmukh & Singh 2019; Stephens et al. 2019).

While RRM have been widely evaluated to simulate events from weather generators (e.g. Li et al. 2013; Breinl 2016), the stochastic rainfall model (e.g. McMillan & Brasington 2008; Bennett et al. 2019) and grid precipitation datasets (from different sources such as radar, gauge, satellite, analysis, or reanalysis, or combinations thereof) (e.g. Beck et al. 2017), their use to evaluate GCM–RCM simulations is still limited. Foughali et al. (2015) evaluated four GCM–RCM outputs from the ENSEMBLE project (Jacob et al. 2007) in the Sejnane catchment located in northern Tunisia, using a bucket with a bottom hole water balance model, over a 12-year reference period (1972–1984). They found that the predicted monthly runoff regime from the water balance model forced by the bias-corrected climate series reflects more or less the observed regime, depending on the climate model. Hakala et al. (2018) used Hydrologiska Byråns Vattenbalansavdelning (HBV) RRM to investigate GCM–RCM simulations from EURO-CORDEX over eight Swiss catchments using seven performance indexes evaluating simulated discharge. These performance indexes serve to rate climate models and test the quantile mapping (QM) effect on the simulated discharge. Hakala et al. (2018) prove that the equifinality of HBV parameters (i.e.
non-uniqueness of parameters, Beven 2006) does not affect climate model ratings by the RRM. Santos et al. (2019) used the Soil and Water Assessment Tool (SWAT) to evaluate precipitation and surface air temperature projections from two regional climate models (Eta-HadGEM2-ES and Eta-MIROC5) over the Paraguay River Basin. They evaluated two bias correction methods (linear scaling and distribution mapping) using five performance indexes evaluating the simulated discharge. They found that the distribution mapping yielded better results for hydrological extreme simulations.

The use of RRMs could be an additional source of uncertainty in the assessment of GCM–RCM performance. The usual sources of uncertainty in hydrological modelling are linked to the structure of the models, the calibration procedures, erroneous data used for calibration/validation and parameter instability (e.g. Beck 1987; Beven 2006; Coron et al. 2012; Brigode et al. 2013; Poissant et al. 2017; Adeyeri et al. 2020c; Ben Jaafar & Bargaoui 2020). However, to our knowledge, except Hakala et al. (2018), who investigated the effect of equifinality of RRM parameters on GCM–RCM rating, there is no study that investigated the effect of hydrological modelling uncertainties on GCM–RCM evaluation performed by the RRM. This is especially the case for structural uncertainty.

RRM structural uncertainty can be defined in terms of inadequacy and non-uniqueness (Hublart et al. 2015). Model inadequacy refers to the simplifying assumptions in a given model that fail to represent accurately the real system it is intended to characterize. Non-uniqueness arises from the existence of different model structures performing equally to a given observed data (Hublart et al. 2015). Evaluating structural RRM uncertainty is generally based on an ensemble approach, in which models of different complexities are tested to characterize their output range (e.g. Hublart et al. 2015; Seiller et al. 2017). However, the few studies that proposed a process-based evaluation of GCM–RCM simulations using RRMs have used only one hydrological model (Foughali et al. 2015; Hakala et al. 2018; Santos et al. 2019), which shows the need for more investigation of the effect of RRM structural uncertainty on GCM–RCM evaluation.

The North Africa region, including Tunisia, has been identified as a hot spot of climate change (Fader et al. 2020). Recent climate projections guess that there will be a substantial decrease in precipitation (around 20%) and an increase in mean annual temperature (around +1 °C to +3 °C) by the 2050 horizon compared with the 1971–1990 period (Schilling et al. 2012; Milano et al. 2013). This could cause severe water stress in the future (Hachani et al. 2017; Dakhlaoui et al. 2019b). The climate change impact studies need reliable climate models, and several studies report that the reliability of climate models could vary among regions (e.g. Khan & Koch 2018). However, the literature review of studies that investigated the hydroclimatic impacts of climate change in Tunisia shows that they either have not provided any evaluation of climate models over the reference period (e.g. Nasr et al. 2008; Allani et al. 2019) or have performed an evaluation of each climate variable separately (e.g. Deidda et al. 2013; Bargaoui et al. 2014; Sellami et al. 2015, 2016; Dakhlaoui et al. 2019a; Haj-Amor et al. 2020; Adham et al. 2019). The unique study that proposed a climate model evaluation in Tunisia, taking into account climate variable interactions (into a process-based framework using the RRM) (Foughali et al. 2015), was performed for the previous generation of climate models (ENSEMBLE, Jacob et al. 2007) and was based on only one single catchment and the RRM. This shows the need for evaluating recent climate model simulations in this part of the world, especially with a process-based investigation considering the interaction between climate variables.

In light of the above, the aim of the present study was to assess whether RRM structural uncertainty affects the evaluation and ranking of GCM–RCMs, performed in a process-oriented evaluation framework based on hydrological models. To achieve this overall goal, the paper focused on three specific objectives: (i) to conduct an evaluation of recent high-resolution simulations from GCM–RCMs under the present climate based on their hydrological performance using different RRMs and different hydrological performance indexes, (ii) to rank GCM–RCMs based on how well they enabled us to capture hydrological variables and (iii) to check if the ranking of climate models is comparable across different conceptual structures of RRMs.

These questions were investigated for the case of five catchments in northern Tunisia. The modelling chain of the process-oriented evaluation framework is composed of 11 RCMs from the European domain (EURO-CORDEX), forced by five GCMs and three conceptual RRMs (HBV, GR4 J and IHACRES). An evaluation of the ability of this modelling chain to reproduce the discharge observed is performed over the 1970–2000 reference period.

2. DATA AND METHODS

2.1. Study catchments

Five catchments located in Northern Tunisia with sizes ranging from 80 to 315 km² were selected for the study. The human influence on the discharge regime can be considered negligible since these catchments are located upstream from chief
hydraulic installations (dams or water transfers). The five catchments (Figure 1) are Rhezala, Melah, Maaden, Joumine and El Abid. They are located in the main hydrographical basins (rivers) of Northern Tunisia: Extreme North, Ichkeul, High Medjerda and Cap Bon, having a strategic role as a surface water supplier for the country (Ben Fraj et al. 2019). The climate of the study catchments could be categorized as semi-arid to humid Mediterranean climate with a warm season (Dakhlaoui et al. 2017, 2020). The catchment’s hydro-climatic characteristics are reported in Figure 1.

2.2. Observational data

The precipitation data are available from 511 daily precipitation gauges situated in or around the study catchments. However, data quality is important for hydrological modelling and could be an important source of uncertainty (Adeyeri et al. 2019, 2020a). For this purpose, we use only the 123 precipitation gauges with less than 30% of daily gaps over the period 1970–2000 (see Figure 1). In addition, these gaps are randomly distributed over the whole time period, offering a coherent network of gauges for the spatial interpolation of precipitation in the region. More details about precipitation data quality can be found in Dakhlaoui et al. (2017). The monthly mean series of air temperatures, issued from eight synoptic meteorological stations, were used to estimate air temperature and potential evapotranspiration (PET). An inverse distance weighting technique, accounting for a lapse rate of −0.65 °C/100 m (Ruelland et al. 2014), was used to interpolate temperature. Precipitation was interpolated by the method proposed by Valéry et al. (2010) that accounts for altitude via a 4×10^{-4} patch factor. This interpolation method was initially developed to improve RRM performance. It proposes an objective elevation-dependent correction procedure, which helps to improve the estimation of areal precipitation and correct the apparent water balance anomalies of the RRM. The PET was estimated using the Ondin formula (Oudin et al. 2005) that relies on clear daily sky solar radiation and mean daily air temperature.

Mean daily discharge data are provided from the five gauge stations situated at the outlets of the study catchments. Several hydrological reports (e.g. Manai 1985) outline the good quality hydrological data for these gauges.

2.3. General circulation model–regional climate model

Daily precipitation and temperature series were extracted from 11 ensemble members from the EURO-CORDEX project (http://www.euro-cordex.net/; Table A1, Supplementary Material). The RCM outputs are at a considerably finer scale (0.11°, equivalent to the horizontal grid spacing of ~12.5 km) than the forcing GCMs. The period from 1970 to 2000 corresponds to the historical model’s simulation. Although northern Tunisia is also located in the domain of Middle East and North Africa (MENA-CORDEX), the domain of Africa (CORDEX-AFRICA) and the domain of the Mediterranean region (MED-CORDEX), we preferred to use EURO-CORDEX because it offers a larger number of climate models and climate scenarios and finer resolution than the other CORDEX domains (www.cordex.org).

Figure 1 | Locations of study catchments are indicated by a bold black line along with the locations of the precipitation (blue circles), temperature (red circles) and stream flow gauges (purple circles). The main hydro-climatic characteristics are averaged over the period 1970–2000.
The extraction of the GCM–RCM data at the catchment scale was performed using the area-weighted mean of GCM–RCM grids corresponding to the catchment.

2.4. Bias correction
Climate models are not intended to create an isomorphism of nature (Stainforth et al. 2007) and are, therefore, not able to reproduce this system perfectly. This implies applying post-processing tools such as statistical adjustment and bias correction before using their outputs in impact studies (Piani et al. 2010; Teutschbein & Seibert 2010). The correction of climate model output biases has become a frequent procedure in most recent impact studies (Chen et al. 2013). Bias correction methods are used to assist in adjusting some particular aspects of climate models (e.g. spatial, multivariate, temporal, and marginal aspects) (Adeyeri et al. 2020b). Popular methods include statistical transformations that aim to adjust the distribution of RCMs or GCMs to observed distributions (Piani et al. 2010; Themeßl et al. 2011; Teutschbein & Seibert 2012). In the context of hydrological impact studies, previous studies have shown QM to outperform other bias correction methods that correct only the mean or mean and variance of climate series (Teutschbein & Seibert 2012; Chen et al. 2013).

We used in the present study QM to bias-correct the daily precipitation and temperature of the GCM–RCMs. QM aims to correct the distribution of the climate model data, so that it matches the distribution of the observational data. It consists of estimating quantiles for both observation and modelled climate variables under a control (calibration) period. A transfer function is then created by interpolation between corresponding quantile values, which is applied to climate variables over the projection or validation period. The empirical cumulative distribution functions (CDFs) of both observed and modelled climate variables were assessed using empirical percentiles for each season. Values within the observation range were approached using linear interpolation. Values outside the range of observations (such as from the projected period) were estimated using a linear regression fit that extrapolates beyond the range of observations.

For the assessment and ranking of the GCM–RCMs, the QM transfer function was inferred over the 30-year control period (1970–2000), which is the time-length recommended for climate applications (WMO 2011) that allow us to capture well the climate variability.

In the proposed methodology of this study, the QM transfer function is not used outside the reference period over which it is calibrated (e.g. future projection period). However, for sanity check of the bias correction method (e.g. Adeyeri et al. 2020b), we also propose calibration and validation exercises of QM over the historical period. For this purpose, the historical period was split into calibration (1970–1985) and validation (1986–2000) periods, over which the performance of QM transfer function was evaluated.

2.5. Hydrological models, calibration method and goodness-of-fit criteria
To evaluate the impact of RRM structural uncertainty on GCM–RCM evaluation and ranking, we used an ensemble approach based on three conceptual models, with different levels of complexity, and their output range was characterized. GR4 J, HBV and IHACRES (see Table A2 in Supplementary Material), a global conceptual RRM, running at the daily time step, were considered in this study. These models have different ways to conceptualize the hydrological processes and have four to eight free parameters. The successful applications of these models in northern Tunisia (Bargaoui et al. 2008; Dakhlouaoui et al. 2009, 2012; Abbaris et al. 2014) stimulated us to consider them for this study.

The model parameters were calibrated using the Shuffled Complex Evolution (SCE) algorithm (Duan et al. 1992), applied to optimize Kling–Gupta efficiency criteria (KGE, Gupta et al. 2009). KGE is the result of the decomposition of Nash and Sutcliffe Efficiency index (NSE) (Nash & Sutcliffe 1970). It represents a conciliation between three performance criteria (correlation coefficient, bias error and standard deviation ratio). KGE is expressed as follows:

\[
KGE = 1 - \sqrt{(r - 1)^2 + (\alpha - 1)^2 + (\beta - 1)^2}
\]

where \( r \) is the linear correlation coefficient between observed and simulated discharges (respectively, \( q_{oi} \) and \( q_{ci} \)), \( \alpha \) is a measure to compare the variability of the observed and simulated values (the standard deviation of \( q_{ci} \) divided by the standard deviation of \( q_{oi} \)) and \( \beta \) is the bias (the mean of \( q_{ci} \) divided by the mean of \( q_{oi} \)).

To achieve this calibration exercise efficiently (i.e. with a low processing time to find the optimum) and effectively (i.e. the ability to find the optimum), the algorithmic parameters of SCE were set to values recommended by Duan et al. (1994) and Kuczera (1997).
The hydrological models were run at a daily time step. However, their calibration and validation were performed at a 10-day time step. 

NSE criterion and the cumulated volume error (VE) were also used to evaluate model performance. These criteria are computed according to the following equations:

\[
VE = \sum_{i=1}^{n} \frac{(q_{ci} - q_{oi})}{\sum_{i=1}^{n} q_{oi}} \]

\[
NSE = 1 - \left( \frac{\sum_{i=1}^{n} (q_{ci} - q_{oi})^2}{\sum_{i=1}^{n} (q_{oi} - \bar{q}_o)^2} \right)
\]

where \( \bar{q}_o \) is the mean observed runoff.

The RRsMs were calibrated and validated over the periods 1970–1985 and 1986–2000, respectively, and also calibrated over the whole observed period (1970–2000).

2.6. Performance indexes for climate model performance evaluation

An evaluation of the climate models over the reference period was performed via the assessment of the hydrological simulation of the three RRsMs forced by precipitation and temperature data from GCM–RCMs. Following a bibliographical review, a wide variety of hydrological performance indexes were selected for this assessment. They are based on metrics that characterize different aspects of the hydrograph, and they are sensitive to various hydroclimatic processes (Addor et al. 2018; Hakala et al. 2018; Gudmundsson et al. 2018). The selected metrics describe discharge distribution, dynamic, seasonality and timing. They treat water balance and high, low and medium flows. These hydrological metrics include:

- \( Q_{mean} \): mean annual flow
- \( Q5, Q25, Q50, Q75 \) and \( Q95 \): flow exceedance percentiles from the CDF
- \( Q_{max} \): annual maximum flow
- \( Q_{min} \): annual minimum flow
- \( STD \): standard deviation of flows
- \( HFD \): half flow date, corresponding to the day of the year when half the annual discharge has been measured
- \( Q_{maxDate} \): date corresponding to annual maximum flow
- \( Q_{minDate} \): date corresponding to annual minimum flow
- \( SON, DJF, MAM, JJA \): respectively, Autumn, Winter, Spring and Summer mean flow

These hydrological metrics were calculated using 10-day discharges (36 values per year). After a metric was calculated for each individual year, the median of those values was then used. Median metrics, \( M_{ref}, M_{raw} \) and \( M_{qm} \), were calculated, respectively, for:

- \( Q_{ref} \): discharge simulated by the RRM forced by observed climate data
- \( Q_{raw} \): discharge simulated by the RRM forced by raw GCM–RCM climate data
- \( Q_{qm} \): discharge simulated by the RRM forced by quantile-mapped GCM–RCM climate data

The performance hydrological indexes (\( E_{raw} \) and \( E_{qm} \)) were obtained by calculating the relative errors comparing \( M_{ref} \) with \( M_{raw} \) and \( M_{qm} \):

\[
E_{raw} = \frac{(M_{raw} - M_{ref})}{(M_{ref} + \epsilon)}
\]

\[
E_{qm} = \frac{(M_{qm} - M_{ref})}{(M_{ref} + \epsilon)}
\]

where \( \epsilon \) was set to 0.1.

An explanation for the addition of \( \epsilon \) is that the relative error is very sensitive to low-flow metrics where small discharge values are compared with one another. \( \epsilon \) avoids dividing error by \( M_{ref} \) close to zero, where small differences can result in large relative errors. For the \( HFD, Q_{maxDate} \) and \( Q_{minDate} \) metrics, the difference was used (by calculating \( M_{raw} - M_{ref} \) and \( M_{qm} - M_{ref} \)). In addition, we calculated \( 1 - NSE \) applied to the long-term means of 10-day discharges (36 values per year), which allowed us to evaluate the seasonality reconstitution of discharge.

Both raw and quantile-mapped GCM–RCMs can then be ranked according to the performance of runoff simulations.
3. RESULTS AND DISCUSSION

3.1. Calibration and validation of RRMs

The RRMs forced by observed climatic data show satisfactory efficiency for the calibration period (1970–1985), with NSE values ranging from 0.62 to 0.87, VE close to 0% and less than 9%, and KGE between 0.69 and 0.96, for the five study catchments (Table A3 in Supplementary Material).

The results show that the RRMs were very robust. In effect, a satisfactory model efficiency was obtained for the validation period (1986–2000), with NSE values ranging from 0.54 to 0.83, VE less than 18%, and KGE between 0.58 and 0.90, for the five study catchments (Table A3 in Supplementary Material).

Satisfactory RRM efficiency was also obtained for calibration on the whole reference period (1970–2000), with NSE values ranging from 0.70 to 0.90, VE close to 0% and less than 2%, and KGE between 0.76 and 0.90, for the five study catchments (Table 1). The performance of all three models was generally similar for all catchments. Series of the mean seasonal discharge covering the whole period from the HBV model calibrated over the whole period (1970–2000) forced by observed climatic data are shown in Figure 2(c) for J. Antra and Rhezala catchments and compared with the observed discharges (the results obtained from all catchments and RRMs are given in Supplementary Material, Fig A3). The spread of the hydrological simulations over the reference period shows that seasonal patterns of runoff are all well captured for all RRMs over all the catchments.

Yapo et al. (1996) reported that 8 years of observed data are sufficient for the calibration of RRMs in Southeastern USA. However, Vaze et al. (2010) noted that at least 20 years are needed for the calibration of RRMs in South Australia. Several studies showed that a long calibration period gives a more robust parameter than a short period (Motavita et al. 2019; Ben Jafer & Bargaoui 2020). This is especially true for a semi-arid climate, characterized by a strong interannual variability, where longer periods of calibration are needed to capture the whole range of variability that can be observed (Tramblay et al. 2013). Therefore, to evaluate RCM simulations, RRMs were run using the set of parameters obtained by calibration during the whole 30-year observed period (1970–2000).

3.2. Bias correction of GCM–RCM simulations

3.2.1. Calibration and validation of the quantile mapping method

We found a substantial improvement in the representation of climate variables after bias correction throughout the annual cycle for both calibration (1970–1985) and validation (1986–2000) periods (Figures A1 and A2 in Supplementary Material). The bias correction led to an ensemble average that was much closer to the observed reference precipitation and temperature for both calibration and validation periods, which proves the validity and robustness of the QM method.

3.2.2. Bias correction of GCM–RCMs over the whole reference period

In Figures 2(a) and 2(b), we compare raw climate model simulations with observations over the whole reference period (1970–2000) for the J. Antra and Rhezala catchments (the results obtained from all catchments are provided in Supplementary Material). The 11 raw GCM–RCMs underestimate rainfall during the rainy months and overestimate it during dry seasons. In addition, these models show different precipitation seasonalities than the observed one. The median of the 11 GCM–RCMs presents a long wet season (from September to May) and a short dry season (from June to August). For the temperature, the 11 GCM–RCMs reproduce the seasonality well, but there is still a certain lag compared with the observed temperature (Figure 2(b)).

Table 1 | Performance of rainfall–runoff models calibrated over the whole reference period (1970–2000) using the observed climatic data for the five study catchments

<table>
<thead>
<tr>
<th>Criteria</th>
<th>KGE</th>
<th>NSE</th>
<th>VE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRM/catchment</td>
<td>HBV</td>
<td>IHACRES</td>
<td>GRAJ</td>
</tr>
<tr>
<td>Abid</td>
<td>0.89</td>
<td>0.76</td>
<td>0.78</td>
</tr>
<tr>
<td>Rhezala</td>
<td>0.88</td>
<td>0.86</td>
<td>0.91</td>
</tr>
<tr>
<td>Melah</td>
<td>0.85</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>J. Antra</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>Maaden</td>
<td>0.88</td>
<td>0.87</td>
<td>0.88</td>
</tr>
</tbody>
</table>
In Figures 4(a) and 4(b), we compare bias-corrected GCM–RCM precipitation and temperature with the observed ones over the reference period (1970–2000) for the J. Antra and Rhezala catchments (the results obtained from all catchments and RRMs are given in Supplementary Material, Fig A4). We find an improvement in the representation of climate variables after bias correction throughout the annual cycle (Figure 4(a) and 4(b)). The bias correction led to an ensemble average that was much closer to reference precipitation and temperature.

3.3. Evaluation of raw GCM–RCMs by hydrological modelling

In Figure 2(c), we compare simulated runoff by the HBV model, forced by the raw climate model, with the reference discharge (discharge simulated by the RRM forced by observed climate data) for the J. Antra and Rhezala catchments (the results obtained from all catchments and RRMs are given in Supplementary Material, Fig A3). It seems that the bias in climate variables was transmitted to runoff.

Figure 2 | The long-term mean decadal precipitation (a), temperature (b), and discharge (c) for two example catchments (J. Antra and Rhezala). The precipitation and temperature data from the 11 raw GCM–RCMs are compared with the observed ones. The simulated discharge by the HBV model forced by the 11 raw GCM–RCMs is compared with the simulated discharge by the same RRM model forced by observed climatic data ($Q_{ref}$) and with the observed discharge.
Figure 3 shows the hydrological performance indexes for climate model evaluation applied to the 11 raw climate models and three RRMs. Our results show that performance indexes related to seasonality were the hardest to reconstitute. In effect, the high values of $1^\text{st}/C_0$NSE, except those of GCM–RCM2 and 11 (CNRM-SMHI and MPI-SMHI), reflect the difficulty of reconstituting seasonality with raw climate models. The climate models generally underestimate the standard deviation of 10-day discharges, which shows that it is difficult to ascertain the intra-seasonal variability of discharge with these climate models; instead, a more monotonous discharge is presented by these models (Figure 2(c)). The climate models generally present a dry bias in $Q_{\text{mean}}$. In addition, performance indexes related to high flows were also hard to reconstitute. In effect, raw climate models generally underestimate the mean flow of the wet season ($DJF$, $Q_{95}$ and $Q_{\text{max}}$). However, performance indexes related to low flows ($Q_{\text{min}}$, $Q5$ and $JJA$) were the easiest to simulate by the majority of GCM–RCMs (Figure 3). These performance indexes have generally minimum bias, but if they present bias, it was generally wet bias.

Our results also show that raw climate models generally underestimate the mean flow of autumn and spring ($MMA$ and $SON$).

When comparing date performance indexes, we find an overestimation of $HFD$ and $Q_{\text{maxDate}}$, generally about one to two decades, which reflects a delay in runoff by the climate models. We can point to a great similarity between RRMs for these
performance indexes. However, for $Q_{\text{min Date}}$, HBV generally underestimates it by about one to two decades (exceptional until 31 decades), but IHACRES and GR4 J overestimate this date by the same rate. It seems that the origin of these differences is that the date of minimum flow could migrate from the end of summer to the beginning of autumn.

Our results illustrate a strong similarity between the different RRMs in terms of raw GCM–RCMs performance over the reference period for the majority of performance indexes, in spite of their different structures and level of complexity. In effect, the $NSE$ criterion calculated for each couple of RRM series of hydrological performance index values (of all GCM–RCMs evaluation over all study catchments) (Table 2) was between 0.70 and 0.97 for high flows, medium flows and seasonality performance indexes. The $NSE$ calculated for the series of hydrological performance indexes related to low flows and dates was generally lower than the $NSE$ calculated for the other performance indexes. The $NSE$ values are non-meaningful in these cases, because low flows are close to zero and are already well reconstituted by all RRMs; and dates (especially $Q_{\text{min Date}}$ and $Q_{\text{max Date}}$) could easily migrate from one season to another, as mentioned above.

Figure 4 | The long-term mean decadal precipitation (a), temperature (b), and discharge (c) for two example catchments (J. Antra and Rhezala). The precipitation and temperature data from the 11 bias-corrected GCM–RCMs are compared with the observed ones. The simulated discharge by the HBV model forced by the 11 bias-corrected GCM–RCMs is compared with the simulated discharge by the same RRM model forced by observed climatic data ($Q_{\text{ref}}$).
<table>
<thead>
<tr>
<th>Criteria</th>
<th>Qmin</th>
<th>Q5</th>
<th>Q25</th>
<th>JJA</th>
<th>SON</th>
<th>MAM</th>
<th>Q50</th>
<th>Q75</th>
<th>DJF</th>
<th>Qmax</th>
<th>Qmean</th>
<th>STD</th>
<th>1-Nash</th>
<th>HFD</th>
<th>QmaxDate</th>
<th>QminDate</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBV/IHACRES</td>
<td>0.03</td>
<td>0.01</td>
<td>0.24</td>
<td>0.75</td>
<td>0.84</td>
<td>0.88</td>
<td>0.77</td>
<td>0.68</td>
<td>0.94</td>
<td>0.95</td>
<td>0.97</td>
<td>0.95</td>
<td>0.95</td>
<td>0.94</td>
<td>0.84</td>
<td>0.47</td>
</tr>
<tr>
<td>HBV/GR4 J</td>
<td>0.58</td>
<td>0.53</td>
<td>0.66</td>
<td>0.57</td>
<td>0.44</td>
<td>0.91</td>
<td>0.81</td>
<td>0.81</td>
<td>0.87</td>
<td>0.96</td>
<td>0.91</td>
<td>0.94</td>
<td>0.93</td>
<td>0.98</td>
<td>0.78</td>
<td>0.72</td>
</tr>
<tr>
<td>IHACRES/GR4 J</td>
<td>0</td>
<td>0.01</td>
<td>0.57</td>
<td>0.95</td>
<td>0.41</td>
<td>0.98</td>
<td>0.82</td>
<td>0.89</td>
<td>0.95</td>
<td>0.92</td>
<td>0.91</td>
<td>0.94</td>
<td>0.92</td>
<td>0.93</td>
<td>0.87</td>
<td>0.65</td>
</tr>
</tbody>
</table>
3.4. Evaluation of bias-corrected GCM–RCMs by hydrological modelling

In Figure 4(c), we compare the simulated discharge by the HBV model forced by bias-corrected GCM–RCMs with the reference discharge (the discharge simulated by the RRM forced by observed climate data) for the J. Antra and Rhezala catchments (the results obtained from all catchments and RRM s are shown in Supplementary Material, Fig A4). Figure 5 shows the hydrological performance indexes applied to the discharge from the RRM forced by bias-corrected GCM–RCMs.

It was found that due to the improvements in the representation of climate variables after bias correction throughout the annual cycle (Figure 4(a) and 4(b)), the discharge greatly improved after bias correction. The discharge from RRM s forced by bias-corrected GCM–RCMs came very close to the reference seasonal discharge values (Figure 4(c)). The improvements in discharge were substantial for all catchments (see Fig A4 in Supplementary Material). The bias correction led to an ensemble average that was much closer to the reference discharge with a significantly decreased error range for the simulated winter

Figure 5 | The range in the performance of the bias-corrected GCM–RCMs (y-axis) according to hydrological performance indexes (x-axis) using three hydrological models: (a) HBV, (b) IHACRES and (c) GR4 for the five study catchments. The colours in the heat maps illustrate the values of error of bias-corrected GCM–RCMs with values in units of percent error, except HFD, QmaxDate and QminDate, which are in the units of days.
and spring flood peaks and annual complete discharge. The enhancement was not as obviously noticeable for summer discharge, which is already well reconstituted by raw climate models.

All performance indexes, except DateQmin, show an improvement after bias correction for all GCM–RCMs, except GCM–RCM7 (IPSL–IPSL). It seems that the origin of the deterioration in DateQmin is that the date of minimum flow could migrate easily from the end of summer to the beginning of autumn.

The performance of GCM–RCMs in the O. Abid catchment in terms of the used hydrological performance indexes seems to be poor. However, the results from the other catchments are close.

This study has shown that the performance of raw GCM–RCM7 (IPSL–IPSL) was poor over the reference period. Even though bias correction has improved the performance of this model, it is still seen to be poor.

3.5. Ranking climate models

For each performance index considered, the raw and bias-corrected climate models were ranked according to the measure of absolute relative error (|Eraw| and |Eqm|) (Figure 6). To synthesize our results, we combined all of the hydrological performance indexes into a single performance index, referred to each RRM. The estimation of performance for each RRM involves considering the median across all of the hydrological performance indexes (except dates that have a different unit) and all of the catchments for a given GCM–RCM. We considered the median, because it helps to prevent a particularly poor or high performing index or catchment from affecting the ranking. To synthesize our results, we also give ranking of raw and quantile-mapped GCM–RCMs to the median performance of the three RRMs.

We point out that the ranking of raw climate models varies considerably from one performance index to another. The ranking of raw GCM–RCMs shows that generally GCM–RCMs that rank well on high-flow performance indexes rank poorly on low-flow performance indexes and vice versa.

As Figure 6 shows, we notice a switch in the placement of GCM–RCMs, except that of GCM–RCM7 (IPSL–IPSL), due to their performance improvement after quantile mapping. However, as Figure 5 shows, except GCM–RCM7 (IPSL–IPSL), all bias-corrected GCM–RCMs performed well over the reference period, and their ranking (Figure 7) became non-meaningful.

Our results illustrate a strong similarity between the different RRMs in terms of raw GCM–RCMs ranking over the reference period for the median performance indexes (Figure 6), in spite of their different model structures. In effect, the ranks of
GCM–RCMs according to RRMs are similar for 13 cases (ranks according to a couple of RRMs of a given GCM–RCM). The difference in ranking is equal to one position in 18 cases and two positions for only one case. However, this similarity becomes less strong for bias-corrected GCM–RCMs due to the good performance of all bias-corrected GCM–RCMs, except that of GCM–RCM7 (IPSL–IPSL).

4. DISCUSSION

The objective of this study was to examine whether the structural uncertainty induced by the use of RRMs affects climate model evaluation and ranking performed by using a process-oriented framework with RRMs.

An important key finding was related to the strong behavioural similarities between the different hydrological models, which give similar results in terms of GCM–RCM performance and ranking. This proves that structural uncertainty generated by the use of RRMs does not have any great impact on GCM–RCM evaluation and ranking. However, we acknowledge that the other sources of uncertainty need more investigation in further studies, especially uncertainty related to parameter instability and to erroneous data used for calibration/validation. The reference and observed discharges may not be similar enough, implying that the parameter sets of RRMs need further tuning, perhaps taking more into consideration the uncertainty related to observed data on parameter estimation.

The difference in the ranking of climate models between the different performance indexes proves the importance of considering a wide set of performance indexes to evaluate GCM–RCM performance.

Biases are often still present after bias correction of precipitation and temperature of raw GCM–RCMs, although they are minimized. This is not surprising, as has been reported by the previous literature. Addor & Seibert (2014) show that differences between the observations and the GCM–RCM simulations remain for other time scales after performing a bias correction of precipitation over a daily time stage, for example. Our research shows a similar manifestation of this principle, in that regular biased-corrected precipitation and temperature data contain monthly biases.

However, a major concern of bias correction techniques is that they only target the symptoms of model imperfections (i.e. biases in the simulations) and not the origins of these imperfections (Maraun et al. 2017). This leads to doubt about the ability of bias correction techniques to correct future simulations in an effective way. In a sense, bias correction provides the right answer (i.e. simulations looking like observations) but not necessarily for the right reasons (Hakala et al. 2019). The assessment and ranking of raw climate models could then be useful for impact studies; in fact, it provides an assessment of the climate model realism. We suppose that a bias-corrected model having the best result before bias correction, and needing less correction, could be considered more credible for impact studies than a bias-corrected model having a large error before correction, even though this error is sufficiently corrected by the bias correction method.

Some studies have proposed that focusing on climate models with good performance at simulating some aspects of historical climate may allow adequate coverage of GCM uncertainty and produce accurate projections without incurring significant computational costs. Weiland et al. (2012) showed that selecting climate models based on numerous criteria, including their ability to reproduce observed mean discharge, produced results that were reasonable and were comparable to results obtained by averaging climate models with weighting based on the same criteria. We suggest then to use the 10 best-performing GCM–RCMs for impact studies over the study catchments. GCM–RCM7 (IPSL–IPSL) should be excluded due to its poor performance over the study region.

1. The O. Abid catchment has given the poorest performance of GCM–RCMs according to the proposed hydrological performance indexes. This could be due to the catchment size (81 km², the smallest one in the study), which is smaller than one entire RCM grid cell of EURO-CORDEX (12.5°×12.5 = 156.25 km²). This makes the use of GCM–RCM output challenging since they were not designed to represent features at the spatial scale smaller than their grid (Hakala et al. 2018).

A univariate bias correction technique has been used in this study, which implies that temperature and precipitation have been fixed separately to each other. This technique is restricted in that the intervariable dependence structure between temperature and precipitation is not specifically considered. There are more sophisticated techniques to adapt, such as the multivariate bias correction, that take into account the intervariable dependence structure (e.g. between different quantities like temperature and precipitation or between sites) (Vrac & Friederichs 2015; Cannon 2018; Vrac 2018; Adeyeri et al. 2020b) and that are supposed to better bias-correct GCM–RCM simulation by taking into account other aspects. Bellil & Dakhlaoui (2019) found that there is not much difference between univariate bias correction (Quantile Delta Mapping)
and a bivariate bias correction method (MBCn; Cannon 2018) of daily temperature and precipitation to correctly reproduce the seasonality of these variables for a catchment situated in northern Tunisia (El Abid). However, other multivariate bias correction methods considering the inter-site dependence structure could be more promising, especially for this region known for its high spatial variability of precipitation (Ouachani et al. 2013; Dhib et al. 2017).

5. CONCLUSION
The main objective of the present study was to assess whether RRM’s structural uncertainty affects the evaluation and ranking of GCM–RCMs, performed in a process-oriented evaluation framework based on hydrological models. For this purpose, we evaluated 11 GCM–RCM climate variables (daily precipitation and temperature) from EURO-CORDEX using three conceptual rainfall-runoff models, over a 30-year reference period (1970–2000), for five catchments in northern Tunisia. Seventeen discharge performance indexes were used to investigate the representation of the hydrological processes.

Our results illustrate a strong similarity between the different RRMs in terms of raw GCM–RCM performance over the reference period for the majority of performance indexes, in spite of their different model structures, which proves that structural uncertainty generated by the use of RRMs does not have any significant impact on GCM–RCM evaluation and ranking. The similarity is less marked for bias-corrected GCM–RCMs that performed well over the reference period. Their ranking is non-meaningful in such a situation. Such results contribute to confirm that hydrological modelling can be used in an integrated way at the catchment level to evaluate and rank climate model simulations.

In addition, we point out that the ranking of climate models varies considerably from one performance index to another, which proves the importance of considering a wide set of performance indexes to evaluate GCM–RCM performance. We also found that, generally, raw climate models that rank well on high-flow performance indexes rank poorly on low-flow performance indexes and vice versa.

This study offers a first assessment of GCM–RCMs from EURO-CORDEX over northern Tunisia at the catchment scale. We recommend the use of the 10 best-performing GCM–RCMs for impact studies over the study catchments. IPSL–IPSL GCM–RCMs should be excluded due to their poor performance.

Future work should focus on ways to directly integrate hydrological performance indexes in the bias correction method, which could allow considering intervariable dependence in a process-oriented framework using hydrological modelling. Future studies should also focus on the impact of other sources of uncertainty of hydrological modelling on the assessment and ranking of GCM–RCMs, such as uncertainty related to the calibration procedures, erroneous data used for calibration/validation and parameter instability (e.g. Coron et al. 2012; Brigode et al. 2013; Adeyeri et al. 2020c).
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