In a *Journal* article, Yawn and Wollan (1) reported interrater agreement to determine the reliability of data abstracted from the ambulatory care and inpatient medical records of 1,200 patients with heart disease. Six to nine nurses had abstracted three categories of data from the same medical records at five intervals over 2 years. The data abstraction procedure involved the nurses making a provisional diagnosis of heart disease based on the abstracted data. The authors found “very good to excellent” agreement.

They declared that there were no standard methods for assessing interrater reliability (1). Among several authors, Fleiss (2) has described several methods of measuring interrater agreement. Contrasting observed with expected agreement and correcting or adjusting for chance-expected agreement was a common factor in these methods (2). The kappa statistic (3) or a similar interclass correlation coefficient is generally accepted as a quantitative measure of interrater agreement. Medical records are commonly used in medical care or outcomes research, but, unlike in Yawn and Wollan’s study (1), the data abstractors are not required to interpret symptoms and other data and make diagnoses. The abstractors usually copy the diagnoses recorded by the attending physicians, or the researchers use standard algorithms or indices to convert abstracted data elements into diagnoses (e.g., Ellerbeck et al. (4), Oei et al. (5)), thereby avoiding misclassification.

Surprisingly, the authors chose not to use the kappa statistic to assess interrater agreement because it was irrelevant to their study (1). All raters in their study were well-qualified nurses familiar with the medical records, the terminology used therein, and the data elements abstracted. For these reasons, they were expected to agree with each other (6). Furthermore, agreement between two or more raters may occur simply by chance, and there has to be a way of separating observed from expected-chance agreement (7). The kappa statistic corrects or adjusts for this expected-chance agreement. Because of the multiple ratings per subject, a weighted average of kappa or some other formula, such as those described by Fleiss (8), was necessary in Yawn and Wollan’s study (1). Consequently, they could not tell how much of the observed “excellent” agreement was due to expected-chance agreement.
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