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The growing body of work in the epidemiology literature focused on G-computation includes theoretical explanations of the method but very few simulations or examples of application. The small number of G-computation analyses in the epidemiology literature relative to other causal inference approaches may be partially due to a lack of didactic explanations of the method targeted toward an epidemiology audience. The authors provide a step-by-step demonstration of G-computation that is intended to familiarize the reader with this procedure. The authors simulate a data set and then demonstrate both G-computation and traditional regression to draw connections and illustrate contrasts between their implementation and interpretation relative to the truth of the simulation protocol. A marginal structural model is used for effect estimation in the G-computation example. The authors conclude by answering a series of questions to emphasize the key characteristics of causal inference techniques and the G-computation procedure in particular.

Abbreviations: FEV1, forced expiratory volume in 1 second; IPTW, inverse probability-of-treatment weighting; MSM, marginal structural model.

Editor's note: An invited commentary on this article appears on page 739, and the authors' response appears on page 743.

Statistical methods from the causal inference literature are used with increasing frequency in epidemiology to estimate causal effects from observational data (1–6). G-computation, a maximum likelihood substitution estimator of the G-formula, is one such approach to causal-effect estimation (7). Application of this method allows investigators to use observational data to estimate parameters that would be obtained in a perfectly randomized controlled trial. Under certain assumptions, these estimates can be interpreted causally.

Like other causal inference approaches, G-computation can be understood and implemented through the use of the counterfactual framework, which posits the existence of unobserved outcomes corresponding to theoretical unobserved exposures in addition to the observed data that are collected. Because it is impossible to observe each study participant under all possible treatment or exposure regimens (words that we use interchangeably), outcomes that would have occurred under this alternate exposure scenario can be considered missing data, the absence of which prevents the straightforward estimation of unbiased causal effects. G-computation and other methods for causal inference can use the existence of counterfactuals (8) (i.e., the entire set of possible outcomes) to enable unbiased estimation of marginal causal effects.

There is a growing body of work in the epidemiology literature focused on G-computation, including theoretical explanations of the method (9) and a didactic demonstration of the application of the approach to an intervention setting that uses real data (10). With some notable exceptions (2, 11, 12), however, relatively few examples of the implementation of G-computation exist. The implementation of the G-computation approach is not more difficult than inverse
probability-of-treatment weighting (IPTW), another method for causal inference that has been used more frequently thus far in epidemiology (1, 4, 6, 13–15). Both of these estimators can be implemented in standard statistical software and can estimate parameters in a marginal structural model (MSM). The relative predominance of the IPTW approach in published analyses may be partially due to a greater number of didactic explanations of the method targeted toward an epidemiologic audience (16–18). Implementation of the G-computation estimator is equivalent to using the marginal distribution of the covariates as the standard in standardization, a familiar class of procedures in epidemiology (19, 20).

As epidemiologists become more familiar with causal inference methods, the decision to use a statistical approach should be dictated by the technique that is best suited to answer the research question of interest in a given data set, rather than which option is most accessible or most commonly used. Especially in light of concerns about the statistical inefficiency of the IPTW estimator (21–23), researchers will benefit from having more than one analytic technique at their disposal. Also, other more advanced causal inference techniques, such as targeted maximum likelihood estimation (24), build on the G-computation approach, which may further motivate researchers to invest in learning this technique.

The present article details a step-by-step demonstration of G-computation that is intended to familiarize the reader with the procedure. We aimed to clarify both the conceptual basis and the actual implementation of G-computation, not to provide detailed information about the estimator’s statistical properties (7) or to replace the statistical support often needed to implement causal inference techniques. The intended audience for this didactic explanation includes researchers who are well-versed in standard statistical techniques, such as regression, but who are less familiar with causal inference methodology. We demonstrated both G-computation and traditional regression to draw connections and illustrate contrasts between their implementation and interpretation. For the purpose of this article, we used “traditional regression” to denote conventional regression approaches such as maximum likelihood estimation for parametric models. As the purpose of this article was to clearly demonstrate a method rather than a subject-matter analysis, we analyzed simulated data whose simulation protocol is known. Through simulation, we know the “truth” about the data-generating distribution (if there is a true underlying effect), a luxury we never have in observational data analysis. Causal inference methods have been applied most frequently in the epidemiology literature in the context of MSMs; thus, we implemented G-computation to estimate a parameter in an MSM, although this approach can also be used to estimate parameters without an MSM. We conclude by posing and answering a series of questions related to G-computation, to further emphasize the key characteristics of this approach.

**SIMULATED DATA**

Suppose we are interested in the causal effect of ozone on pulmonary function in asthmatic individuals. Although we need to account for possible confounding and interaction in our sample, we are interested in a marginal estimate of the exposure effect in this vulnerable population that can be used to inform regulatory standards. Traditional approaches for controlling confounding and dealing with effect modification produce conditional estimates, which are not of interest in some observational settings. G-computation can also be used to estimate adjusted effects that are conditional only upon stratification variables of interest—e.g., a priori effect modifiers—rather than nuisance variables that are not relevant to the question of interest (22).

We simulated a single data set with a sample size of 300, a realistic size for a study, and generated 1 outcome variable, 1 exposure variable, and 2 additional covariates. We used R (version 2.10.0; R Foundation for Statistical Computing, Vienna, Austria) for all simulations and analyses. The variable for gender ($W_1$) was generated from a Bernoulli distribution, with a probability of being male of 40% ($P(W_1 = 1) = 0.4$). A binary baseline variable for controller medication use ($W_2$) was generated from a Bernoulli distribution, with the probability of controller medication use of 50% ($P(W_2 = 1) = 0.5$). The covariates $W_1$ and $W_2$ may collectively be referred to as the vector $W = (W_1, W_2)$ and are independent of each other. The binary exposure variable ($A$) was ozone exposure. The following equation describes the probability of being exposed to levels of ozone above the US Environmental Protection Agency regulatory standard of 75 parts per billion, where, for this teaching example, the simulation protocol assigned higher exposures to males and nonmedication users:

\[
\Pr(A = 1 | W_1, W_2) = 0.5 + 0.2 \times W_1 - 0.3 \times W_2.
\]

The continuous outcome ($Y$) represents forced expiratory volume in 1 second (FEV$_1$) measured in liters and was generated from a normal distribution with the following mean, and a standard deviation of 0.4 L:

\[
\Pr(Y | A, W_1, W_2) = \mathcal{N}(3 - 0.5 \times A + 1 \times W_1 + 0.3 \times A \times W_2).
\]

This simple simulated data set, the properties of which are described in Table 1, has 1 exposure of interest (ozone; $A$) and 2 covariates ($W_1$ and $W_2$) that must be considered when analyzing the effects of exposure on the outcome (FEV$_1$; $Y$). Gender ($W_1$) affects both $A$ and $Y$ and therefore confounds the exposure-outcome association, requiring some method of adjustment for an unbiased effect estimate of $A$. In contrast, controller medication use ($W_2$) affects the exposure and the outcome, yet $W_2$ has no independent effect on $Y$, as evidenced by the lack of a main term for $W_2$. Instead, $W_2$ is an effect modifier for the effect of $A$ on $Y$, with no independent contribution beyond its joint effect with $A$.

This data generation protocol implies that ozone has a negative effect among non-controller medication users and an attenuated negative effect among controller medication users. The effect of ozone is described by both the main term $A$ and the $A \times W_2$ interaction term. The main term for $A$ taken independently estimates the ozone effect in the non-controller medication group ($-0.5$ L), in contrast to the

estimate for controller medication users, which requires summation of the A main-term coefficient and the coefficient for the $A \times W_2$ interaction term ($-0.5 + 0.3 = -0.2$ L). A weighted average based on the population distribution of $W_2$ results in a population-level effect of $-0.35$ L, which is the “truth” of the marginal effect of exposure $A$ on outcome $Y$.

Our simulated data set takes the place of the reader's own real data, with the benefit of knowing that there is a true effect because we generated the relation between variables. We note that evaluation of a statistical estimator requires repeated simulation from the data-generating distribution, and we use a single simulated data set in this article to demonstrate the implementation of regression and G-computation only. We also discuss similarities and differences in assumptions and parameter interpretation for both regression and G-computation.

### REGRESSION IMPLEMENTATION

Because epidemiology focuses on data collected in observational settings regarding human beings living freely, it is unlikely that investigators can, a priori, specify the correct model for the data-generating distribution of the outcome given covariates and exposure. We fitted 4 different linear regression models, each one representing a different model that might have been reasonably selected by the investigator before analyzing the data. Other, more complex models could also have been selected.

One analysis used the correct model specification, 2 intentionally misspecified the model, and another contained the correct specification nested within it. We subsequently carried forward these regression models to the model-fitting step of the G-computation demonstration.

The first regression model we fitted was a crude regression of the outcome on the exposure.

Regression model 1: $E(Y|A, W_1, W_2) = \alpha_0 + \alpha_1 \times A$.

This model, denoted model 1, is incorrect in that it excludes the confounder $W_1$ and does not account for the interaction by $W_2$. Model 2 is another misspecified model, with main terms for $A$, $W_1$, and $W_2$:

Regression model 2: $E(Y|A, W_1, W_2) = \alpha_0 + \alpha_1 \times A + \alpha_2 \times W_1 + \alpha_3 \times W_2$.

A third model has the correct specification nested within it. Model 3 contains the main terms for $A$, $W_1$ and the $A \times W_2$ interaction term, but also includes a main term for $W_2$, despite the absence of an independent effect for controller medication use:

Regression model 3: $E(Y|A, W_1, W_2) = \alpha_0 + \alpha_1 \times A + \alpha_2 \times W_1 + \alpha_3 \times W_2 + \alpha_4 \times A \times W_2$.

Model 4 is the correct model fit, with main terms for $A$ and $W_1$, and a single interaction term between $A$ and $W_2$:

Regression model 4: $E(Y|A, W_1, W_2) = \alpha_0 + \alpha_1 \times A + \alpha_2 \times W_1 + \alpha_3 \times A \times W_2$.

Because we are interested only in the effects of exposure $A$ on outcome $Y$, our discussion of the model results focuses on the effects of ozone rather than the confounders ($W_1$, $W_2$), which in this case may be considered nuisance parameters. Traditional regression model 1 estimates a crude ozone effect of approximately $-0.23$ L, as indicated in Table 2. This effect estimate is not adjusted for the confounding by gender, nor does it reflect the interaction present between controller medication use and ozone. Under traditional model 2, the $A$ coefficient by itself summarizes the population-wide effect of ozone, which is a decrement of $-0.36$ L. The effect of ozone in model 3 is described by 2 coefficients: the effect of ozone among non-medication users is estimated by $\alpha_1$ to be $-0.48$ L, and the effect of ozone among medication users is estimated by the sum of $\alpha_1 + \alpha_4$ to be $-0.19$ L. Similarly, the effect of ozone is not summarized in 1 single effect estimate in the correctly specified traditional model 4, which estimates an ozone effect of $-0.49$ L among the non-medication users and $-0.18$ L among controller medication users.

The presence of interaction between a covariate and the exposure means that the coefficients in a traditional regression do not estimate a population-level marginal effect. The effect estimate for the exposure in the correctly specified model for our data is conditional and, thus, is a fundamentally different parameter than the one we will estimate with G-computation. This situation might be desirable if the interaction is of a priori interest, such as in clinical settings where treatment would be effective or safe only in certain conditions.
G-COMPUTATION IMPLEMENTATION

The first step of G-computation is to fit a regression of the outcome on the exposure and relevant covariates, using the observed data set. This regression model is frequently called the “Q-model” in the context of G-computation. We emphasize that despite the unfamiliar terminology and applications of the model, our Q-model is no different than a traditional regression of $Y$ on $A$ and $W$, such as the ones fitted above (regression models 1–4), and can also be implemented in standard statistical software. The equivalence of the regression model used in the traditional approach and the Q-model used in G-computation is demonstrated in Figure 1, which schematically outlines the steps of both approaches. For G-computation to estimate an unbiased exposure effect, the Q-model must be correctly specified, just as correct model specification is required for unbiased estimation in traditional regression. However, investigators may select from additional tools to nonparametrically or semiparametrically estimate the Q-model, including machine-learning algorithms that cannot be incorporated into a traditional approach (for example, super learner (25)).

Once estimated, the Q-model is used to predict counterfactual outcomes for each observation under each exposure regimen. This is accomplished by plugging $a = 1$ and then subsequently $a = 0$ into the regression fit to obtain a predicted outcome under these 2 settings. The counterfactual outcome associated with exposure intervention $a$ can be represented as $Y_a$. Because we have a dichotomous treatment setting, the counterfactual outcomes correspond to $Y_1$ for exposed and $Y_0$ for unexposed. Generating counterfactual outcomes for each observation in under exposed and unexposed settings furnishes the investigator with a full data set that is free of confounding under causal assumptions and resolves the missing data problem described above. The decision to implement G-computation using continuous exposures raises many important considerations concerning the research question and resulting inference (26), including frequent violations of the experimental treatment assignment assumption (discussed in the next section). We have assumed time-ordering, where $W$ was generated before $A$, and $A$ before $Y$.

We fitted each of the 4 models described earlier as possible Q-models to predict $Y$ for each of the 300 observations. We used the coefficients from each model to predict the values of $Y_1$ and $Y_0$ for each observation, leaving their covariates at the observed values but intervening on the value of $a$ as described above ($a = 1$ when exposed, $a = 0$ when unexposed), thus generating, for each individual, $Y_1$ and $Y_0$, respectively. A step-by-step outline, including an illustration of the full data, is presented in the Web Appendix (available at http://aje.oxfordjournals.org/).
Having generated the full data with G-computation, we subsequently fitted an MSM of the outcome $Y_a$ on the treatment $a$, to estimate the marginal effect of ozone on FEV1:

$$\text{MSM}: E(Y_a) = \beta_0 + \beta_1 \times a.$$ 

Because we were interested in a marginal effect, our MSM included only the exposure of interest, ozone. Confounders and nuisance effect modifiers were adjusted for in the Q-model. We used the same MSM (presented above) for each of the 4 Q-models and corresponding full data sets, targeting the same parameter in each of the 4 MSM regressions. In this example, the causal risk difference estimated by our MSM is identical to the estimate that we could have calculated without an MSM, still defining our parameter of interest as $E(Y_1 - Y_0)$, as described in the Web Appendix.

Table 2 shows the results of the MSMS fitted using the G-computation estimator and the 4 separate Q-models described in the previous section. We used the notation $\text{MSM}_Q$ to refer to the MSM run on the counterfactual outcomes obtained by using model $Q$ for the Q-model. Recall from the discussion of model 1 that the corresponding $\text{MSM}_Q$ parameter estimate of $-0.23$ L for $A$ is not adjusted for confounding by $W_1$ and does not account for the effect modification by $W_2$. Based upon the main-term-only Q-model that failed to include the $A \times W_2$ interaction term from the simulation protocol, $\text{MSM}_{Q2}$ produced an effect estimate of $-0.36$ L for $A$. $\text{MSM}_{Q3}$ relied on a nested model, thus estimating an ozone effect of $-0.33$ L, which was similar to the ozone effect of $-0.34$ L that was estimated by the $\text{MSM}_{Q4}$, which relied on the correctly specified Q-model.

Because the standard errors generated by software programs are not correct for G-computation parameter estimators in an MSM, the user must implement resampling-based methodology, such as bootstrapping, to determine accurate standard errors. For an accessible introduction to bootstrapping, we refer the reader to the appendix of another didactic article (10). We implemented a nonparametric bootstrap with 10,000 repetitions.

**TRADITIONAL REGRESSION ANALYSIS AND G-COMPUTATION**

The 2 approaches discussed here rely on similar assumptions. The G-computation estimator relies on the experimental treatment assignment or positivity assumption, which requires that there be a nonzero probability of each treatment regimen within all subgroups for which the effect of treatment is being assessed. This is analogous to the caution against extrapolating beyond the observed data in a traditional regression framework. Both estimators described here rely on the assumption of no unmeasured confounding for unbiased estimation and also time-ordering of certain
variables (e.g., $A$ occurs before $Y$). Correct model specification is assumed in the traditional regression and the G-computation MSM approach (in which both the Q-model and the MSM are assumed to be correctly specified). Assumptions relating to the existence of counterfactuals and the consistency of counterfactual outcomes apply to the G-computation estimator and not traditional regression. Detailed explanations of these assumptions appear elsewhere (7, 16, 27, 28).

As we discuss results from these 2 analyses, it is important to remember that a direct comparison between the traditional regression and G-computation estimators is problematic because they estimate different parameters. The results from the traditional regression analysis and the subsequent G-computation analysis revealed that both approaches estimated the same ozone effect value for models 1 and 2. This was not a coincidence or a rounding artifact, but rather a necessary occurrence with a continuous outcome. Because models 1 and 2 both modeled the effect of ozone as a main term without any ozone-covariate interactions, the effect value of ozone on FEV$_1$ was estimated to be identical across all strata of the covariates. Therefore, the effect estimate produced by the initial regression is exactly reproduced for each individual in the G-computation step, with only the offset varying according to each subject’s controller medication use and sex. Although in these cases the traditional regression coefficient and the MSM coefficient are numerically identical, they have different interpretations based on their assumptions (causal vs. noncausal) that preclude direct comparison.

In addition to the theoretical problems associated with comparing marginal estimates with conditional estimates, models 3 and 4 present additional problems that hinder comparison of the traditional regression findings with the G-computation MSM findings. In contrast to the MSM approach we demonstrated, each of these traditional models targeted different parameters. The treatment-covariate interaction present in traditional models 3 and 4 means that there is not a single effect estimate for ozone as estimated by these models. Rather, there is a heterogeneity of ozone effect, with one effect estimate corresponding to the controller medication users and a separate effect estimate corresponding to the nonusers. In contrast, the G-computation effect estimated by MSM$_{Q3}$ and MSM$_{Q4}$ describes the effect estimate with a single value, weighted by the observed frequency of the effect modifier in the data set. In our simple example, standardization using the marginal distribution of the covariates as the standard also yielded the same marginal effect. If the effect modification is of a priori interest, it may actually be desirable to present multiple effect estimates—something that both the traditional approach and G-computation allow. However, if not, this inability to easily report a single effect estimate in the presence of effect modification represents a shortcoming of traditional regression techniques relative to G-computation.

This highlights a key advantage of G-computation: its implementation and interpretation remove the researcher’s focus from estimation of nuisance parameters, drawing attention to the parameter(s) of interest. Because G-computation decouples adjustment for confounding and nuisance effect modification from estimation of parameter(s) of interest, the final MSM estimates only the intercept and the ozone effect. This encourages investigators to define a research question in advance of the analysis stage, clearly distinguishing between nuisance variables and the exposure(s) of interest.

**DISCUSSION**

Below we present and answer a series of questions that are commonly asked by colleagues as they learn and implement this methodology.

**Question 1.** G-computation seems very similar to traditional regression techniques; in fact, the first step of G-computation is a traditional regression. Given this similarity, what are the advantages of G-computation?

**Answer.** As with other causal inference techniques, the G-computation approach decouples the estimation of effects of interest from the estimation of parameters that are not directly related to the research question (e.g., effects of confounders). Additionally, when the effect of exposure on the outcome varies by strata of a third covariate—in other words, interaction exists for the treatment variable—G-computation permits the estimation of a single, marginal effect estimate averaged across the observed distribution of that third variable. The estimation of a single effect may simplify interpretation of exposure effects as compared with multiple effect estimates, depending on the research question.

**Question 2.** Is G-computation’s only application as an estimator of a parameter in an MSM?

**Answer.** No, G-computation is a general technique that can estimate many parameters, including parameters estimated without the use of an a priori specified parametric model. One point that is seldom explicitly stated in the epidemiologic literature on causal inference methods is that the reliance on counterfactuals for inference does not necessitate reliance on MSMs. For example, one may go through the Q-model step of G-computation and create $Y_1$ and $Y_0$. At that point, the investigator has a choice to merely take the difference between $Y_1$ and $Y_0$ and then average across the observed distribution of the confounders and report that.

**Question 3.** What if I misspecify the Q-model?

**Answer.** This is common in practice; investigators are frequently (and justifiably) worried about model misspecification. As is the case with model specification in traditional regression, a misspecified Q-model will lead to a biased effect estimate. One of the benefits of the G-computation approach is that it allows, but does not require, the researcher to use data-adaptive methodology to obtain the best estimator for the data. Machine-learning techniques are not new but have only recently been gaining traction in epidemiology. One approach, called super learning (25), selects from a set of so-called candidate learners (e.g., random forests, splines, etc.) to compute an estimator for the predicted values that outperforms each of the candidate estimators. If an investigator believes he or she has a regression that fits the data, it can be included as a candidate.

**Question 4.** Can G-computation be implemented for longitudinal exposure regimens?

**Answer.** Yes, but implementation of G-computation for longitudinal data is more complex than in the point...
treatment setting. An illustration of a Monte Carlo simulation approach (12) and another, more flexible and less computationally intensive algorithm (29) have been published elsewhere. IPTW is used more frequently in the literature for estimation of causal parameters in longitudinal data (4, 5, 13, 30, 31), and the emerging targeted maximum likelihood estimation approach has also been proposed as a suitable alternative for this purpose (32, 33).

We have provided a justification for the implementation of causal inference methods, specifically G-computation, as well as identified some limitations of traditional regression. Comparison of the implementation and interpretation of both methods has been provided. The actual mechanisms used in each method are similar; i.e., standard regression software may be utilized. The G-computation approach requires several steps beyond the initial fitting step, but the process is straightforward. The G-computation procedure has some advantages relative to traditional regression, including the decoupling of confounding adjustment and effect estimation, and the causal parameter interpretation. Although G-computation is not necessarily well-suited to every data structure, it is nonetheless an important building block for more sophisticated estimators in the causal inference literature, and researchers working with these techniques benefit from a comprehensive understanding of it.
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