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Instrumental variable (IV) methods based on the physician’s prescribing preference may remove bias due to unobserved confounding in pharmacoepidemiologic studies. However, IV estimates, originally defined as the treatment prescribed for a single previous patient of a given physician, show important variance inflation. The authors proposed and validated in simulations a new method to reduce the variance of IV estimates even when physicians’ preferences change over time. First, a potential “change-time,” after which the physician’s preference has changed, was estimated for each physician. Next, all patients of a given physician were divided into 2 homogeneous subsets: those treated before the change-time versus those treated after the change-time. The new IV was defined as the proportion of all previous patients in a corresponding homogeneous subset who were prescribed a specific drug. In simulations, all alternative IV estimators avoided strong bias of the conventional estimates. The change-time method reduced the standard deviation of the estimates by approximately 30% relative to the original previous patient-based IV. In an empirical example, the proposed IV correlated better with the actual treatment and yielded smaller standard errors than alternative IV estimators. Therefore, the new method improved the overall accuracy of IV estimates in studies with unobserved confounding and time-varying prescribing preferences.
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Abbreviations: AFFIRM, Atrial Fibrillation Follow-Up Investigation of Rhythm Management; IV, instrumental variable; RMSE, root mean squared error.

The study of pharmacoepidemiology increasingly relies on large administrative health databases (1, 2) in which many clinical risk factors are not recorded (3, 4), which can lead to concerns about unobserved confounding (5). One generic approach that, under certain assumptions, may remove unobserved confounding bias uses instrumental variables (IVs), which are associated with the outcome exclusively through the treatment (6–8). However, the variance of estimates based on weak instruments may be inflated to the extent that the estimates may be less accurate than the biased conventional estimates (8, 9). Yet, many instruments used in observational studies of medications are relatively weak (10, 11). Therefore, it is important to develop and validate methods to increase the strength of instruments and stabilize the IV estimates.

Although finding an adequate instrument in pharmacoepidemiology is challenging (12), in 2006, Brookhart et al. (13) proposed to define the IV as the physician’s subjective preference for 1 of 2 alternative treatments. Indeed, important differences between individual physicians’ prescribing patterns persist independently of patients’ characteristics (14, 15). Because subjective preferences are not observable, the IV was operationalized as the treatment prescribed to the previous patient of the same physician (13). The IV was
based on the treatment prescribed to a single previous patient because of concerns about possible changes over time in physicians’ preferences (13), as documented by other empirical studies (10, 15). Such changes may be triggered by publication of the results of influential clinical trials (16, 17), visits from pharmaceutical company representatives (18), “Dear Doctor” letters (19), or a recent negative clinical experience with a previously preferred drug. Some of these factors could induce an abrupt change in a short time interval (20–22).

On the other hand, defining the IV on the basis of only a single (previous) patient may inflate the variance of the IV estimates by 1) dichotomizing the instrument and 2) making it very dependent on the characteristics of the previous patient (9). To address these concerns, we proposed and validated in simulations a new method with which we attempted to stabilize the physician preference-based IV estimates when these preferences do change over time.

MATERIALS AND METHODS

The physician preference-based IV estimator by Brookhart et al.

Brookhart et al. (13) operationally defined the IV as the treatment prescribed to the single most recent patient of a given physician. First, the ni patients of a given ith physician are ordered by the increasing date of treatment initiation, and then the IV for patient j = 2, . . . , ni is defined as the treatment prescribed to patient j − 1. The IV approach was implemented by using 2-stage least-squares regression, which is recommended for weak instruments (6, 23, 24). The 2-stage least-squares analysis involves estimating 2 consecutive multiple linear regression models (23). The first model predicts the probability of patient j (j = 2, . . . , ni) of a given physician i being prescribed drug “B” (Ti,j = 1 vs. Ti,j = 0 for drug “A”), conditional on the instrument (IVi,j) and the vector Xij of m covariates (Xij− Xmj) of patient j of physician i:

\[
P(Ti,j = 1 | IVi,j, Xij) = \beta_0 + \beta_1 IVi,j + \sum_{p=1}^{m} \beta_p X_{pij},
\]

where IVi,j = Ti,j−1 (i.e., the treatment assigned to the previous patient j − 1 of the same physician) and \( \beta_1 \) quantifies the association between the IV and the actual treatment in terms of adjusted risk difference.

The second model predicts the outcome of the jth patient (Yj) conditional on probability of treatment with drug B, estimated in the first step \( P(Ti,j = 1 | IVi,j, Xij) \), and observed covariates \( (X_{ij} - X_{mj}) \):

\[
P(Yj = 1 | P(Ti,j = 1 | IVi,j, Xij), Xij) = \alpha_0 + \alpha_1 P(Ti,j = 1 | IVi,j, Xij) + \sum_{p=1}^{m} \alpha_p X_{pij},
\]

where \( \alpha_1 \) is the IV estimate of the effect (adjusted risk difference) of the treatment on the outcome (23).

New “change-time” IV estimator

We proposed a new method that modifies the IV approach originally proposed by Brookhart et al. (13) to measure a physician’s preference based on prescriptions dispensed to a larger number of patients while accounting for potential changes over time in physicians’ preferences. To this end, we first adapted the change-point method (25) to test whether the physician’s prescribing preference did change during the study period and estimated the time of such change.

The algorithm involves the following 5 steps, which are repeated for each of \( i = 1, \ldots, N \) physicians in the database:

1. Rank the \( n_i \) patients who received prescriptions from the \( i \)th physician by increasing calendar time of their prescriptions.
2. Fit a multivariable logistic regression no-change model, which predicts the probability of the \( i \)th physician’s patients being prescribed drug B \( (T_{i,j} = 1) \) based on available patients’ characteristics \( X_{1ij} - X_{mj} \), while assuming the preference remained constant across the study period:

\[
\text{Logit}[P(T_{i,j} = 1)] = \beta_0 + \sum_{p=1}^{m} \beta_p X_{pij}.
\]

Denote by \( D(0) \), the deviance of the no-change model (equation 3) for physician \( i \).
3. Test whether there is any systematic change in the prescribing preference of physician \( i \) and, if so, estimate the time of this change. This step involves 3 substeps:

3.1. For each patient \( j = 3, \ldots, n_i - 3 \) of physician \( i \), estimate the difference \( (d_{ij}) \) in the proportions of prescriptions for drug B among “later” \( (k > j) \) versus “earlier” \( (k \leq j) \) patients (changes affecting <4 patients cannot be reliably identified):

\[
d_{ij} = \frac{\sum_{1 \leq k \leq T_{ik} < j} T_{ik}}{n_i - j} - \frac{\sum_{j+1 \leq k \leq n_i} T_{ik}}{n_i - j}.
\]

If \( |d_{ij}| < 0.2 \) for all patients \( j \), we assume there is no change in physician \( i \)’s preference and thus omit steps 3.2, 3.3, and 4. However, if \( |d_{ij}| \geq 0.2 \) for at least 1 \( j \) \( (3 < j < n_i - 3) \), we assume physician \( i \)’s preference did change and proceed to estimate the time of such change in substeps 3.2 and 3.3.

3.2. Fit for each patient \( j \) for whom \( |d_{ij}| \geq 0.2 \) a change-time model that expands the no-change model (equation 3) by adding a binary indicator of the patients being prescribed after the \( j \)th patient (i.e., \( I[k > j] = 1 \) if \( k > j \) or \( I[k > j] = 0 \) for \( k \leq j \)):

\[
\text{Logit}[P(T_{i,j} = 1)] = \beta_0 + \sum_{p=1}^{m} \beta_p X_{pij} + \gamma I\{k > j\}.
\]

The coefficient \( \gamma \) in equation 5 represents the average adjusted difference in the \( i \)th physician’s propensity to prescribe drug B between later \( (k > j) \) and
earlier \((k \leq j)\) patients. Denote by \(D_j(i)\) the deviance of the change-time model (equation 5), with the presumed change after the \(j\)th patient.

3.3. Identify the optimal change-time model that corresponds to the lowest deviance among all patient-specific models estimated in step 3.2 and denote its deviance as \(D_i(j^*)\) and the corresponding patient's index by \(j^*\).

4. Compare the fit of the no-change model (equation 3) from step 2 with the optimal change-time model (equation 5) from step 3.3, based on the Akaike information criterion, calculated as deviance \(+ 2 \times P\), where \(P\) is the number of parameters in a model (26). Given that the optimal model in equation 5 involves estimating 2 additional parameters with respect to the model in equation 3 (i.e., the optimal change-time \(j^*\) in step 3.3 and the corresponding change in preference \(\gamma\) in equation 5), the fit of the no-change model (equation 3) is considered better if and only if

\[
D(0)_i < D_i(j^*) + 4, \tag{6}
\]

that is, its deviance is less than 4 points higher than that of the optimal change-time model.

5. Define the change-time model IV* estimator:

5.1. If in step 3.1 \(|d_{ij}| < 0.2\) for all \(j = 3, \ldots, n_j - 3\) or in step 4 \(D(0)_i < D_i(j^*) + 4\), we consider the preference of physician \(i\) to be constant over time. Accordingly, for each patient \(j = 2, \ldots, n_j\), we define the new IV* as the proportion of all previous patients \((1, \ldots, j - 1)\) of physician \(i\) who were prescribed drug B.

5.2. If \(|d_{ij}| \geq 0.2\) in step 3.1 and \(D(0)_i \geq D_i(j^*) + 4\) in step 4, we conclude that the physician's preference changed between patients with indexes \(j^*\) and \(j^* + 1\). Then, for patients seen after the estimated change \((j > j^*)\), the new IV* is calculated as the proportion of patients prescribed drug B among previous patients seen after the change \((j^* + 1, \ldots, j - 1)\). For patients with \(j < j^*\), we use all previous patients \((k = 1, \ldots, j - 1)\).

An SAS program (SAS Institute, Inc., Cary, North Carolina) containing an example that implements the method is available upon request.

SIMULATION DESIGN

We simulated a hypothetical database study comparing the risks of a binary adverse event between 2 drugs (A vs. B) in the presence of strong unmeasured confounding. The prescribing physician's identification number and the date of each prescription were recorded. Initially, most physicians preferred drug A over drug B, but some physicians switched their preferences at a random time during the study.

The probability of a given patient's being prescribed drug B depended on both the physician's current (at the time of the prescription) subjective prescribing preference and the patient's characteristics, which were represented by 2 continuous variables \((X_1\) and \(X_3)\) and 1 binary \((X_2)\) variable. All 3 patient's characteristics were also associated with the outcome. We assumed that \(X_1\) and \(X_2\) were measured and adjusted for in all analyses, whereas \(X_3\) was not recorded and thus acted as the unobserved confounder (27). The binary outcomes were generated from risk difference (linear) models. We assumed that all other assumptions underlying the IV method (6, 8, 13, 23) were met.

Details of data generation are presented in Web Appendix 1 (available at http://aje.oxfordjournals.org/). In summary, we generated 200 physicians, among whom 40% initially preferred drug B. In different simulated scenarios, the number of patients per physician varied from 10 to 50 or from 50 to 200. The frequency of preference switches among physicians who initially preferred drug A versus drug B varied across scenarios: 1) 33% versus 10%, 2) 50% versus 20%, and 3) 75% versus 20%. We generated from a uniform distribution the index of the patient after whom the physician's preference changed.

For each patient, the probability of being prescribed drug B \((T_{ij} = 1)\) was derived from a multivariable linear model and depended on the 3 covariates and the current physician's preference. Physicians' preferences were quantified by an increase in the probability of a patient's receiving drug B if his or her physician currently preferred drug B. We used as strength of preference for drug B \((\beta_{ppij})\) either \(\beta_{ppij} = 0.70\) for all physicians or we generated individual \(\beta_{ppij}\) values from uniform distribution \((0.5, 0.9)\). Individual binary outcomes were generated based on the probability of \(Y_{ij}\) derived from a linear model, conditional on the actual treatment and covariates. The parameters used in different simulated scenarios are listed in the first 2 columns of Tables 1–3.

The last scenario (scenario 13) was similar to scenario 12 except it assumed smooth changes over time in prescribing preferences of individual physicians. Specifically, we assumed a 3-linear model of changes in preferences of physicians assigned to the changing preference subgroup. The simulated patterns of changes varied across individual physicians in this subgroup depending on 3 randomly assigned parameters: 1) time (i.e., patient number) \(s_i\) after which the preference started to change, 2) time interval \(l_i\) over which the preference changed, and 3) the final strength of preference \(P_i\) for drug B at the end of interval \(l_i\). Accordingly, physician \(i\), who switched from drug A to drug B after patient \(s_i\) was assumed to: 1) have no preference \((P_{ij} = 0)\) for drug B for his/her patients with indexes \(j \leq s_i\), 2) have linearly increasing strength of preference for patients with indexes \(s_i < j < (s_i + l_i)\), with \(\beta_{ppij} = P_i((s_i - j)/l_i)\), and 3) have the final preference of \(P_i\) for all patients with indexes \(j \geq (s_i + l_i)\). For physicians who switched from B to A, the preferences changed in the opposite direction but followed the same patterns. Parameters \(s_i, l_i\) were generated so that the change of physician's preference might have started before the first patient seen in the study period \((s_i < 1)\) and/or ended after the last patient \((s_i + l_i > n)\). See Web Appendix 1 for details.

Analysis of simulated data

For each simulated scenario, we generated 1,000 independent random samples. Each sample was analyzed using 5 models that were adjusted for the treatment effect of \(X_1\) and \(X_2\) but not for the unobserved confounder \(X_3\). In
addition to the proposed change-time IV model, the following models were estimated:

1. model 1, the conventional model that was fitted through ordinary least squares;
2. model 2, which used the last patient-based IV proposed by Brookhart et al. (13);
3. model 3, which defined the IV as the proportion of all previous patients of physician \(i\) who were prescribed drug B (i.e., ignoring any potential changes in the physicians’ preferences); and
4. model 4, the unrealistic IV model, which was similar to the change-time model but was based on the “true” (simulated) change-time for each physician.

On the basis of results aggregated across simulated samples, alternative treatment effect estimates (risk differences) were compared with respect to relative bias, empirical standard deviation, overall accuracy (quantified by the root mean squared error (RMSE)) and the coverage rate of the 95% confidence intervals. The strengths of the alternative IVs were assessed through their partial correlation with the actual treatments of individual patients, based on the first stage 2-stage least squares model. See Web Appendix 2 for details.

Simulations were performed using SAS, version 9.2.

**RESULTS**

**Relative bias and coverage rates**

Table 1 shows the relative bias of the treatment-effect estimates obtained by using alternative models. Because of failure to adjust for the unobserved confounder, conventional model 1 underestimated the treatment effect by about 50% (Table 1) and yielded coverage rates of the 95% confidence intervals as low as 51%–85% or 42%–50% for scenarios with 10–50 or 50–200 patients per physician, respectively (data not shown). In contrast, all IV-based models (change-time model and models 2–4) produced relative biases uniformly below 6%–21% the standard deviation of model 3 (IV based on all previous patients). The latter reduction in standard deviation of model 2 (IV based on the last patient) was based on the realistic IV model, which was similar to the change-time model but was based on the “true” (simulated) change-time for each physician.

### Table 1. Relative Bias (%) of Treatment Effect Estimates Yielded by the Change-Time Model and the 4 Alternative Models

<table>
<thead>
<tr>
<th>Simulation Scenario</th>
<th>Change-Time Instrumental Variable Model</th>
<th>Alternative Modela</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Patients per Physician</td>
<td>Physicians Whose Preference Switched From A to B, %</td>
<td>Physicians Whose Preference Switched From B to A, %</td>
<td>Preference for Drug B</td>
<td>Relative Bias, %</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario No.</td>
<td>10–50</td>
<td>33</td>
<td>10</td>
<td>0.7</td>
<td>5.6</td>
<td>51.6</td>
</tr>
<tr>
<td></td>
<td>10–50</td>
<td>33</td>
<td>10</td>
<td>0.7</td>
<td>6.0</td>
<td>48.3</td>
</tr>
<tr>
<td></td>
<td>10–50</td>
<td>50</td>
<td>20</td>
<td>0.7</td>
<td>4.6</td>
<td>50.2</td>
</tr>
<tr>
<td></td>
<td>10–50</td>
<td>50</td>
<td>20</td>
<td>0.7</td>
<td>6.9</td>
<td>49.4</td>
</tr>
<tr>
<td></td>
<td>10–50</td>
<td>75</td>
<td>20</td>
<td>0.7</td>
<td>12.9</td>
<td>53.8</td>
</tr>
<tr>
<td></td>
<td>10–50</td>
<td>75</td>
<td>20</td>
<td>0.7</td>
<td>5.9</td>
<td>46.7</td>
</tr>
<tr>
<td></td>
<td>50–200</td>
<td>33</td>
<td>10</td>
<td>0.7</td>
<td>–0.7</td>
<td>50.2</td>
</tr>
<tr>
<td></td>
<td>50–200</td>
<td>33</td>
<td>10</td>
<td>0.7</td>
<td>1.5</td>
<td>46.4</td>
</tr>
<tr>
<td></td>
<td>50–200</td>
<td>50</td>
<td>20</td>
<td>0.7</td>
<td>4.6</td>
<td>51.7</td>
</tr>
<tr>
<td></td>
<td>50–200</td>
<td>50</td>
<td>20</td>
<td>0.7</td>
<td>3.2</td>
<td>47.5</td>
</tr>
<tr>
<td></td>
<td>50–200</td>
<td>75</td>
<td>20</td>
<td>0.7</td>
<td>0.7</td>
<td>49.7</td>
</tr>
<tr>
<td></td>
<td>50–200</td>
<td>75</td>
<td>20</td>
<td>0.7</td>
<td>2.5</td>
<td>48.0</td>
</tr>
</tbody>
</table>

a Model 1 was the conventional model; in model 2, the instrumental variable was based on the last patient; in model 3, the instrumental variable was based on all previous patients; and in model 4, the instrumental variable was based on the true change-time.

b Increase in the probability of prescribing drug B for patients of physicians preferring this drug: 0.7 = fixed risk difference (70%) for all physicians; \(U(0.5, 0.9)\) = risk difference generated from a uniform distribution \(U(0.5, 0.9)\); and smooth change = smooth change in preference.

### Empirical standard deviations

Table 2 shows the standard deviations of change-time model estimates (sixth column) and their ratios to the standard deviations of the 4 other models (ratios <1 in columns 7–10 indicate lower variance for change-time model estimates). Conventional model 1 produced systematically lower standard deviations. There were systematic, marked differences in standard deviations of alternative IV estimates. The change-time model reduced by about 30% the differences in standard deviations of alternative IV estimates (ratios <1 in columns 7–10 indicate lower variance for change-time model estimates). Conventional model 1 produced systematically lower standard deviations. There were systematic, marked differences in standard deviations of alternative IV estimates. The change-time model reduced by about 30% the differences in standard deviations of alternative IV estimates. Conventional model 1 produced systematically lower standard deviations. There were systematic, marked differences in standard deviations of alternative IV estimates. The change-time model reduced by about 30% the differences in standard deviations of alternative IV estimates.
was similar to scenario 12, with abrupt changes (Table 2). Finally, change-time model estimates had standard deviations similar to unrealistic model 4, which relied on the true time of change.

Overall accuracy

Figure 1 shows the overall accuracy of the treatment effect estimates across the 13 scenarios described in Tables 1–3, with a higher RMSE indicating lower accuracy. Higher RMSEs for scenarios 1–6, in which there were 10–50 patients per physician, reflect the lower sample size. In those scenarios, conventional model 1 produced RMSEs that were slightly but systematically lower than those from the change-time model. However, in scenarios 7–13, which had a larger sample size, change-time model estimates had higher overall accuracy (Figure 1). Comparisons of RMSEs of practically unbiased IV estimates mostly reflect the differences in their standard deviations, as shown in Table 2. Accordingly, the proposed change-time model estimates had systematically higher overall accuracy than did the alternative IV models 2 and 3, including scenario 13, which had gradual changes in preferences (Figure 1). Still, when comparing the 3 realistic IV estimates in individual samples, the change-time model estimate was closer to the true risk difference in 37%–44% of samples, versus 24%–31% for last patient-based model 2 and 29%–35% for all patients-based model 3 (Web Table 1).

Strength of instruments

Table 3 shows the mean squared partial correlation between alternative IVs and actual treatment. The change-time model yielded, on average, a stronger instrument than did models 2 and 3 (Table 3), which explains the lower variance of change-time model estimates (Table 2). Web Appendix 3 provides results on the accuracy of detection of preference changes and their estimated times in the change-time model.

APPLICATION

To compare the performance of alternative IV estimators in a real-life database study, we reassessed the comparative effectiveness of rhythm versus rate control therapy in preventing death within 3 years in patients diagnosed with atrial fibrillation in 1999–2004. In 2002, the Atrial Fibrillation Follow-Up Investigation of Rhythm Management (AFFIRM) (28) reported no difference in mortality rates between the 2 treatments, resulting in a significant decrease in the prescribing of rhythm control drugs. Thus, we expected frequent changes of treatment preferences during the study period.

We used population-based data from the province of Quebec, Canada. The study population included elderly patients at least 66 years of age who had been hospitalized with a diagnosis of atrial fibrillation from 1999 to 2004 and

Table 2. Empirical Standard Deviations of Treatment Effect Estimates Yielded by the Change-Time Model Relative to Standard Deviations Yielded by the 4 Alternative Models

<table>
<thead>
<tr>
<th>Simulation Scenario</th>
<th>Physicians Whose Preference Switched From A to B, %</th>
<th>Physicians Whose Preference Switched From B to A, %</th>
<th>Preference for Drug B</th>
<th>SD of Estimates From the Change-Time IV Model</th>
<th>Ratio of SDs&lt;sup&gt;ab&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario No.</td>
<td>No. of Patients per Physician</td>
<td></td>
<td></td>
<td></td>
<td>Model 1</td>
</tr>
<tr>
<td>1</td>
<td>10–50</td>
<td>33</td>
<td>10</td>
<td>0.7</td>
<td>0.0155</td>
</tr>
<tr>
<td>2</td>
<td>10–50</td>
<td>33</td>
<td>10</td>
<td>U(0.5, 0.9)</td>
<td>0.0148</td>
</tr>
<tr>
<td>3</td>
<td>10–50</td>
<td>50</td>
<td>20</td>
<td>0.7</td>
<td>0.0149</td>
</tr>
<tr>
<td>4</td>
<td>10–50</td>
<td>50</td>
<td>20</td>
<td>U(0.5, 0.9)</td>
<td>0.0150</td>
</tr>
<tr>
<td>5</td>
<td>10–50</td>
<td>75</td>
<td>20</td>
<td>0.7</td>
<td>0.0154</td>
</tr>
<tr>
<td>6</td>
<td>10–50</td>
<td>75</td>
<td>20</td>
<td>U(0.5, 0.9)</td>
<td>0.0150</td>
</tr>
<tr>
<td>7</td>
<td>50–200</td>
<td>33</td>
<td>10</td>
<td>0.7</td>
<td>0.0070</td>
</tr>
<tr>
<td>8</td>
<td>50–200</td>
<td>33</td>
<td>10</td>
<td>U(0.5, 0.9)</td>
<td>0.0069</td>
</tr>
<tr>
<td>9</td>
<td>50–200</td>
<td>50</td>
<td>20</td>
<td>0.7</td>
<td>0.0069</td>
</tr>
<tr>
<td>10</td>
<td>50–200</td>
<td>50</td>
<td>20</td>
<td>U(0.5, 0.9)</td>
<td>0.0072</td>
</tr>
<tr>
<td>11</td>
<td>50–200</td>
<td>75</td>
<td>20</td>
<td>0.7</td>
<td>0.0070</td>
</tr>
<tr>
<td>12</td>
<td>50–200</td>
<td>75</td>
<td>20</td>
<td>U(0.5, 0.9)</td>
<td>0.0070</td>
</tr>
<tr>
<td>13</td>
<td>50–200</td>
<td>75</td>
<td>20</td>
<td>Smooth change</td>
<td>0.0083</td>
</tr>
</tbody>
</table>

Abbreviations: IV, instrumental variable; SD, standard deviation.

* Ratio of the change-time model-based SD (shown in column 6) to the SD of the respective alternative model.

b Model 1 was the conventional model; in model 2, the instrumental variable was based on the last patient; in model 3, the instrumental variable was based on all previous patients; and in model 4, the instrumental variable was based on the true change-time.

c Increase in the probability of prescribing drug B for patients of physicians preferring this drug: 0.7 = fixed risk difference (70%) for all physicians; U(0.5, 0.9) = risk difference generated from a uniform distribution U(0.5, 0.9); and smooth change = smooth change in preference.
who had received the first atrial fibrillation prescription within 7 days of discharge. Individual prescription records were linked with claims records for medical services, hospital discharge records, and mortality records. All subjects had 3 years of follow-up after their initial atrial fibrillation prescription after discharge, and the binary outcome was death within those 3 years. The binary treatment variable was defined as either rhythm or rate control therapy, based on the first prescription after discharge, using the same drugs as in AFFIRM (28). Web Appendix 4 provides details on the study population and covariates for which we adjusted in all analyses. The severity of atrial fibrillation

Table 3. Mean Squared Partial Correlation Between the Instrument and the Actual Treatment

<table>
<thead>
<tr>
<th>Simulation Scenario</th>
<th>Physicians Whose Preference Switched From A to B, %</th>
<th>Physicians Whose Preference Switched From B to A, %</th>
<th>Preference for Drug B(^c)</th>
<th>Mean Squared Partial Correlation(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of Patients per Physician</td>
<td>No. of Physicians</td>
<td>Change-Time Instrumental Variable Model</td>
<td>Alternative Model(^b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Model 2</td>
<td>Model 3</td>
</tr>
<tr>
<td>1</td>
<td>10–50</td>
<td>33</td>
<td>0.7</td>
<td>0.43</td>
</tr>
<tr>
<td>2</td>
<td>10–50</td>
<td>33</td>
<td>U(0.5, 0.9)</td>
<td>0.45</td>
</tr>
<tr>
<td>3</td>
<td>10–50</td>
<td>50</td>
<td>20</td>
<td>0.43</td>
</tr>
<tr>
<td>4</td>
<td>10–50</td>
<td>50</td>
<td>20</td>
<td>0.45</td>
</tr>
<tr>
<td>5</td>
<td>10–50</td>
<td>75</td>
<td>20</td>
<td>0.42</td>
</tr>
<tr>
<td>6</td>
<td>10–50</td>
<td>75</td>
<td>U(0.5, 0.9)</td>
<td>0.44</td>
</tr>
<tr>
<td>7</td>
<td>50–200</td>
<td>33</td>
<td>10</td>
<td>0.47</td>
</tr>
<tr>
<td>8</td>
<td>50–200</td>
<td>33</td>
<td>U(0.5, 0.9)</td>
<td>0.49</td>
</tr>
<tr>
<td>9</td>
<td>50–200</td>
<td>50</td>
<td>20</td>
<td>0.47</td>
</tr>
<tr>
<td>10</td>
<td>50–200</td>
<td>50</td>
<td>U(0.5, 0.9)</td>
<td>0.49</td>
</tr>
<tr>
<td>11</td>
<td>50–200</td>
<td>75</td>
<td>20</td>
<td>0.46</td>
</tr>
<tr>
<td>12</td>
<td>50–200</td>
<td>75</td>
<td>U(0.5, 0.9)</td>
<td>0.48</td>
</tr>
<tr>
<td>13</td>
<td>50–200</td>
<td>75</td>
<td>20</td>
<td>Smooth change</td>
</tr>
</tbody>
</table>

\(^a\) Mean value of the squared partial correlation, estimated from the first stage of the 2-stage least squares model (see equation 1), between the IV and the actual treatments.

\(^b\) Model 1 was the conventional model; in model 2, the instrumental variable was based on the last patient; in model 3, the instrumental variable was based on all previous patients; and in model 4, the instrumental variable was based on the true change-time.

\(^c\) Increase in the probability of prescribing drug B for patients of physicians preferring this drug: 0.7 – fixed risk difference (70%) for all physicians; U(0.5, 0.9) – risk difference generated from a uniform distribution U(0.5, 0.9); and smooth change – smooth change in preference.

symptoms, which is an important predictor of mortality (29, 30), was not recorded, thereby raising concerns about potential unmeasured confounding.

Data were analyzed using the conventional multivariable linear regression model and the 3 IV models utilized in our simulations. Similar to what was done in other studies (31, 32), the IVs were defined at the level of the hospitals rather than the physicians. Indeed, the postdischarge atrial fibrillation treatment was likely initiated in the hospital. Furthermore, hospitals are an important exogenous source of variation in drug prescriptions (33, 34), as physicians within the same hospital often follow treatment guidelines set by local opinion leaders (35). Finally, in preliminary analyses, hospital-level instruments correlated much better with the actual treatment than the physician-based instruments (data not shown).

Among 19,688 atrial fibrillation patients discharged from 89 hospitals, 7,698 deaths occurred within 3 years of discharge. A change in prescribing preferences was detected in 63 (70.8%) of the study hospitals. Most changes (41 out of 63) corresponded, as expected, to a switch from rhythm control treatment. In contrast, the change-time model yielded the strongest risk difference (Table 4), with a significant reduction in mortality associated with rhythm control treatment. In the change-time IV model, the adjusted risk difference was 0.0278 (95% confidence interval: -0.0498 to 0.1053, P value = 0.4832), indicating a very significant reduction in mortality associated with rhythm control treatment.

DISCUSSION

The proposed change-time model extends the physician prescribing-based IV originally developed by Brookhart et al. (13). In simulations, the change-time model reduced the variance of IV estimates, but its estimates were sometimes slightly biased. Similar bias due to modification of the original unbiased but numerically unstable estimator occurs, for example, in marginal structural models, where weight truncation reduces the variance but induces slight bias (36). Still, the RMSE comparisons indicated that our estimates were closer, on average, to the true treatment effect than were estimates based on either the last patient (model 2) (13) or all previous patients of the same physician (model 3). Indeed, in both simulations and the real-life atrial fibrillation example, the change-time model yielded the strongest instrument (i.e., had the highest correlation with the treatment
actually received by individual patients). Thus, the additional computations required by our method may be worth the effort.

In previous simulations, the inflated variance of the IV estimates often resulted in lower overall accuracy compared with conventional (biased) estimates (9). Yet, our change-time IV model substantially improved the variance-bias trade-off and, in simulations with 50–200 patients per physician, yielded substantially lower RMSEs than did the conventional model. Increasing the size of the physicians’ practices increased both the sensitivity of detecting the preference changes and the instrument’s strength. As expected, the gains in the accuracy offered by the change-time model over model 3 (all previous patients) increased with increasing frequency of preference changes. In the case of no or rare changes, our estimator should perform similarly to model 3.

Although the proposed change-time IV estimator produced, on average, the strongest instrument, the relative performance of different instruments varied across individual simulated samples. Furthermore, in empirical studies, the relative strength of alternative prescribing-preference-based IVs may vary depending on the frequency and pattern of changes over time in these preferences. Indeed, in some empirical studies, the instrument based on the last patient’s prescription only was stronger than instruments based on larger numbers of previous patients (10, 15). For all of these reasons, the choice of the instrument most appropriate for a given application should be considered an empirical question. Researchers should apply several alternative IVs, in a given application should be considered an empirical questionnaire. The proposed change-time IV estimator produced, on average, the strongest instrument, the relative performance of different instruments varied across individual simulated samples. Furthermore, in empirical studies, the relative strength of alternative prescribing-preference-based IVs may vary depending on the frequency and pattern of changes over time in these preferences. Indeed, in some empirical studies, the instrument based on the last patient’s prescription only was stronger than instruments based on larger numbers of previous patients (10, 15). For all of these reasons, the choice of the instrument most appropriate for a given application should be considered an empirical question. Researchers should apply several alternative IVs, including the instrument originally proposed by Brookhart et al. (13), its various modifications (10, 15, 32), and the change-time model we propose, and then compare their correlation with the actual treatment and the resulting treatment effect estimates.

The validity of both the original last patient-based IV (13) and our change-time-based IV depends on the validity of the assumptions underlying the IV method. Hernán and Robins (8) discussed these assumptions and their implications for the pharmacoepidemiologic applications of prescribing preference-based instruments, whereas Brookhart and Schneeweiss (37) present some evidence regarding their validity in their specific application. In general, our change-time model IV estimator will be valid whenever alternative IV estimators (10, 13, 14, 37, 38) are also valid.

Our method relies on somewhat arbitrary criteria to detect possible changes in physicians’ preferences and estimate their times. Still, our model yielded RMSEs almost identical to those of the unrealistic model 4, which was based on the true occurrence and timing of change for each physician. As in all simulation studies, we investigated only a limited range of scenarios and relevant parameter values (39). Consistent with some empirical findings (13, 14, 32), we assumed strong prescribing preferences. Weaker preferences would increase the variance of all IV estimates and reduce their accuracy relative to conventional estimates but should not markedly alter the relative accuracy of alternative IV estimates. Indeed, the consistency of results across the simulated scenarios suggests that our conclusions are rather robust.

Both our change-time model and our simulated scenarios 1–12 assume an abrupt switch from a strong preference for one drug to another drug at a specific point in time. Yet, in practice, the prescribing preferences may often evolve more gradually. Still, our change-time estimator outperformed the 2 alternative IVs in both the simulated scenario 13, which assumed gradual, relatively slow, changes in preferences, and the real-life atrial fibrillation example. Thus, although it likely oversimplifies the actual, unknown pattern of changes, our model may still often improve the accuracy of IV estimates. In further research, investigators should develop and validate methods for estimating smooth changes in individual physicians’ preferences over time. Similar to what was seen in the work of Cole and Hernán (36), arbitrary smooth patterns of time-dependent changes in probability of treatment could be modeled by spline functions (40).

There are no panaceas for addressing the potentially fatal impact of unobserved confounding on observational studies. Researchers should use different methods and link their possibly discrepant results with the underlying assumptions. The proposed change-time model may add a useful method to the IV toolbox and help to increase the accuracy of the estimates and conclusions of pharmacoepidemiologic studies.
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