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SUMMARY
We describe a probabilistic approach to simultaneous image segmentation and intensity estimation for complementary DNA microarray experiments. The approach overcomes several limitations of existing methods. In particular, it (a) uses a flexible Markov random field approach to segmentation that allows for a wider range of spot shapes than existing methods, including relatively common ‘doughnut-shaped’ spots; (b) models the image directly as background plus hybridization intensity, and estimates the two quantities simultaneously, avoiding the common logical error that estimates of foreground may be less than those of the corresponding background if the two are estimated separately; and (c) uses a probabilistic modeling approach to simultaneously perform segmentation and intensity estimation, and to compute spot quality measures. We describe two approaches to parameter estimation: a fast algorithm, based on the expectation-maximization and the iterated conditional modes algorithms, and a fully Bayesian framework. These approaches produce comparable results, and both appear to offer some advantages over other methods. We use an HIV experiment to compare our approach to two commercial software products: Spot and Arrayvision.
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1. INTRODUCTION
Development of complementary DNA (cDNA) microarray technology allows investigators to measure the expression levels of thousands of genes in tens or hundreds of samples. These measurements have many potential applications, including characterizing and classifying diseases, studying the response to new drugs, and so on. The probes on a cDNA microarray (Schena et al., 1995) are the different DNA sequences that are spotted on a pretreated glass slide using a robotic arrayer. High-density cDNA arrays can contain tens of thousands of spots (probes) for different genes. Microarrays exploit the ability of a single-strand nucleic acid molecule to hybridize to a complementary sequence. When an RNA sample is labeled and hybridized to the array, the amount of labeled RNA that is hybridized to each probe can be measured. Hence, researchers can use a single experiment to measure the expression levels of thousands of genes within a cell.

*To whom correspondence should be addressed.
In a typical application of cDNA arrays, gene expression patterns between two samples (e.g. a treatment and a control) are compared. The RNA is extracted from both samples and each is labeled with a different fluorescent dye. Generally, one dye is red, the other green. Next, the RNA samples are mixed and cohybridized to the probes on the cDNA array, which is then scanned to provide a 16-bit gray-scale image for each dye. The relative intensity of the dyes in each spot measures the relative abundance of that particular RNA type in the sample. Several factors, such as the hydrophobicity of the pretreated glass surface, the humidity as the probe dries, and the speed of drying, induce unequal distribution of probe material in the spot (Hedge et al., 2000) and can result in spots having irregular shape and size. Figure 1 shows an image from one of the data sets discussed later in the paper; note the evidence of doughnut shapes in some spots.

Image analysis is required to produce estimates of the foreground and background intensities for both the red and green dyes for each gene. These estimates are the starting point of any statistical analysis such as testing for differential expression (Tusher et al., 2001; Efron et al., 2001; Newton et al., 2001; Dudoit et al., 2002; Gottardo et al., 2003), discriminant analysis (Golub et al., 1999; Tibshirani et al., 2002), and clustering (Eisen et al., 1998; Tamayo et al., 1999; Yeung et al., 2001). To estimate the intensities, one first needs to locate the spots on the images and then to classify each pixel either as part of a spot or as background. Chen et al. (1997) provide an early statistical treatment of this task and Yang et al. (2002) discuss the effects of different approaches.

Fig. 1. Three blocks of one of the HIV raw images. The whole image contains 12 blocks. Each block is formed by $16 \times 40$ spots. At the bottom, we have enlarged two portions of the image containing several artifacts not caused by hybridization of the probes to the slide. Some spots are doughnut shaped with larger intensity on the perimeter of the spot.
There are three main issues in the analysis of microarray images:

1. Addressing or gridding, which consists of locating the spots on the array;
2. Segmentation, which consists of classifying the pixels either as foreground (spot) or as background; and
3. Intensity estimation, which consists of estimating the foreground and background intensities of each spot on the array in each sample. Estimation of the background intensity is usually considered necessary in order to accurately estimate the amount of hybridized cDNA. This is motivated by the fact that the observed intensity of a spot includes a contribution that is not due to the hybridization of the RNA samples to the spotted DNA.

In this paper, we are mainly concerned with segmentation and estimation; we use the simple gridding procedure described in Section 2. Gridding could be a more difficult task for some images and, in this case, we refer the reader to Angulo and Serra (2003) and Katzer et al. (2003) for more sophisticated procedures.

Most methods perform segmentation and estimation separately. For the segmentation, some methods fit circles of fixed (Eisen, 1999) or variable radii (Buhler et al., 2000; Axon Instruments Inc., 2003) to the spots but spots are neither of constant size nor strictly circular. Methods based on histograms (GSI Lumonics, 1999; Li et al., 2005) have the disadvantage of not using any spatial information. Though more adaptive, the seeded region growing method (Adams and Bischof, 1994) and mathematical morphology (Angulo and Serra, 2003) do not correctly segment the doughnut-shaped spots in Figure 1.

Once the segmentation has been completed, most methods estimate the foreground and background intensities separately. First, the foreground is estimated by computing either the mean or median intensities of the corresponding pixels. Then, the background is usually estimated locally for each spot. Some methods use the median intensity value of neighboring pixels (Eisen, 1999; GSI Lumonics, 1999; Imaging Research Inc., 2001; Axon Instruments Inc., 2003), while others form background images (Yang et al., 2002; Brändle et al., 2003) from the data and use these to extract background information for each spot. One difficulty with such approaches is that they can produce background estimates larger than the foreground estimates, which must be incorrect since the background-corrected intensity estimates would be negative. This can be problematic because researchers often use the log transformation (Tusher et al., 2001; Efron et al., 2001; Dudoit et al., 2002).

In this paper, we present a probabilistic model for the analysis of microarray images, where segmentation, estimation, and the associated errors are all modeled simultaneously. The model is more flexible than existing approaches, allowing the proper segmentation of a wide range of shapes and sizes of spot. Estimation is robust and the estimated background-corrected intensities are guaranteed to be positive. In addition, our model allows us to compute quality measures and these can be useful in filtering out low-quality spots, for example.

The paper is organized as follows. Section 2 presents our basic gridding algorithm. Section 3 describes the probabilistic model we use to segment the images and estimate the intensities, an expectation-maximization (EM)/iterated conditional modes (ICM) algorithm used for estimation, and related quality measures. In Section 4, we use an HIV experiment to compare the EM/ICM algorithm to a fully Bayesian implementation of our model and to two computer packages. Finally, in Section 5, we discuss our results, some possible extensions, and the current limitations of our methodology.

2. Gridding

A microarray slide typically consists of several gene blocks, containing 100–1000 spots: those considered here contain 12 blocks of $16 \times 40$ spots. The blocks are far enough apart that we can analyze them separately (Figure 1). For each block, we first obtain a rough estimate of the position of each spot in the block by defining a rectangular grid, such that each rectangle is of about the same size and each contains
one spot. The method we use is similar to that of Yang et al. (2002). Gridding is done independently for each block, by first locating the upper left-hand corner and lower right-hand corner of the block. This only needs to be approximate, and in our case is done manually. Then the image portion representing the block is projected onto the $x$-axis and the $y$-axis. The projections form a series of peaks (representing the spots), separated by troughs (region of low intensities between spots). The grid is defined by plotting a line in each trough. Figure 2 illustrates the algorithm.

After gridding, the data take the form \( \{y_{rsp}: r = 1, \ldots, R; s = 1, 2; p = 1, \ldots, P_r\} \), where \( y_{rsp} \) is the intensity of pixel \( p \) from the \( r \)th rectangle in sample \( s \). Henceforth, by spot \( r \) we mean the spot in rectangle \( r \). This is illustrated in Figure 3 with a block of size 2 × 2.

3. IMAGE SEGMENTATION AND INTENSITY ESTIMATION

Segmentation and intensity estimation are carried out concurrently via probabilistic modeling. From now on, \( \text{Ga}(a, b) \) denotes a gamma distribution with mean \( a/b \) and variance \( a/b^2 \), \( N(a, b) \) a Gaussian distribution with mean \( a \) and variance \( b \), and iid means identical and independently distributed. We denote by \( (x|y) \) the conditional distribution of \( x \) given \( y \).

3.1 The model

We assume that the intensity of a pixel in rectangle \( r \) and sample \( s \) can be described as the sum of a background effect \( \beta_{rs} \), a hybridization effect \( \phi_{rs} \) if the pixel is classified as foreground, and an additive noise component (3.1). The classification of a given pixel \( x_{rp} \) is a random variable, independent of the
Fig. 3. Example of a block of $2 \times 2$ genes. We have two images, one for each sample. Each rectangle of the rectangular grid contains one spot. The foreground (resp. background) is represented by the black (resp. white) pixels.

Table 1. Table of parameters and their descriptions. The subscripts $r$, $s$, and $p$ correspond to rectangle, sample, and pixel, respectively

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_{rs}$</td>
<td>Hybridization effect</td>
</tr>
<tr>
<td>$\beta_{rs}$</td>
<td>Background effect</td>
</tr>
<tr>
<td>$\lambda_\beta^s$</td>
<td>Background precision parameter</td>
</tr>
<tr>
<td>$x_{rp}$</td>
<td>Pixel classification label</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Interaction parameter of the Ising model</td>
</tr>
<tr>
<td>$\lambda_\epsilon^s$</td>
<td>Error precision parameter</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Degrees of freedom of the $t$-distribution</td>
</tr>
</tbody>
</table>

sample index $s$, taking the value 0 (background) or 1 (foreground). The parameters and their descriptions are summarized in Table 1. We assume the $(y_{r1p}, y_{r2p})$ are independent conditional on the parameters $(\beta, \phi, x)$ and can be written as,

$$
\begin{pmatrix}
y_{r1p} \\
y_{r2p}
\end{pmatrix} = 
\begin{pmatrix}
\beta_{r1} \\
\beta_{r2}
\end{pmatrix}
+ \begin{pmatrix}
\phi_{r1} \\
\phi_{r2}
\end{pmatrix} x_{rp} + \begin{pmatrix}
\epsilon_{r1p} \\
\epsilon_{r2p}
\end{pmatrix} / \sqrt{w_{rp}},
$$

where $\epsilon_{rsp} \overset{iid}{\sim} N(0, 1/\lambda_\epsilon^s)$ and $w_{rp} \overset{iid}{\sim} Ga(v/2, v/2)$ with $w_{rp}$ independent of $\epsilon_{rsp}$. Thus, $\epsilon_{rsp} / \sqrt{w_{rp}}$ follows a bivariate $t$-distribution with $v$ degrees of freedom and covariance matrix diag$(1/\lambda_\epsilon^s_1, 1/\lambda_\epsilon^s_2)$. The advantage of this parametrization is that, conditioning on the $w_{rp}$, the sampling errors are again Gaussian, but with different precisions. The parameter $v$ is fixed, and we discuss its value in the next section.

We model the background intensity in each rectangle $r$ as a first-order Gaussian intrinsic autoregression (Besag and Kooperberg, 1995) with

$$
(\beta_{rs} | \beta_{\partial rs}, \lambda_\beta^s) \sim N \left( \frac{\sum_{r' \in \partial r} \beta_{r's}}{n_r}, \frac{4}{n_r \lambda_\beta^s} \right),
$$

(3.2)
where $\partial r$ corresponds to the rectangles $r'$ immediately adjacent to $r$, and $n_r = 2, 3, 4$ is the cardinality of $\partial r$. The parameters $\lambda^\beta_s$ are assumed known and we discuss their value in the next section.

The Ising model is often used in low-level image analysis (e.g. Besag, 1986) to encourage neighboring pixels to have the same class. Here, we use a modified symmetric first-order Ising model for the pixel classification label $x_{rp}$ values as follows:

$$(x_{rp}|x_{r\partial p}, c_r) \propto \exp \left( \gamma \sum_{p' \in \partial p} 1[x_{rp'} = x_{rp}] \right) 1[\|p - c_r\| < 0.5d], \quad (3.3)$$

where $1[E]$ is an indicator function equal to 1 if $E$ is true and 0 otherwise, $\gamma$ is the interaction parameter of the Ising model and $\partial p$ denotes the adjacent pixels to $p$. We assume that boundary pixels along the perimeter of each rectangle are part of the background and we fix the corresponding $x_{rp}$ values to zero. The number of adjacent pixels for all other $x_{rp}$s is four. The second indicator function in (3.3) forces the foreground pixels to be contained in a circle of fixed diameter $d$ and center $c_r$, which reduces the influence of artifacts. We use $d = 22$ pixels; other values may be appropriate for other technologies. The centers $c_r$ are unknown and are estimated with the other parameters; see Section 3.2, where we also discuss the choice of $\gamma$, which controls the extent to which neighboring pixels are of the same class.

3.2 Model fitting by EM/ICM

**Algorithm 1 EM/ICM algorithm**

for $r = 1 \text{ to } R$ do

Start with initial estimates of $x_r, \beta_r, \phi_r, \lambda^\xi_r$ and $w_r$.

repeat

E step

for $p = 1 \text{ to } P_r$ do

$$w_{rp} = \frac{v + 2}{v + \sum_s \lambda^\xi_{rs} (y_{rsp} - \beta_{rs} - x_{rp}\phi_{rs})^2}$$

end for

for $p = 1 \text{ to } P_r$ do

Update the classification by ICM

$$x_{rp} = \begin{cases} \arg\max_x \exp\left( -\frac{1}{2} \sum_s \lambda^\xi_{rs} w_{rp} (y_{rsp} - \beta_{rs} - x\phi_{rs})^2 \right) & \text{if } \|p - c_r\| < 0.5d \\ 0 & \text{otherwise} \end{cases}$$

end for

for $s = 1 \text{ to } 2$ do

Update the background parameter by ICM

$$\beta_{rs} = \frac{\lambda^\beta_{rs} \sum_{r' \in \partial r} \beta_{r's} + 4\lambda^\epsilon_{rs} \sum_p w_{rp} (y_{rsp} - \phi_{rs} x_{rp})}{n_r \lambda^\beta_{rs} + 4\lambda^\epsilon_{rs} \sum_p w_{rp}}$$

end for
Update the foreground parameter

$$\phi_{rs} = \max\left(0, \frac{\sum_p w_{rp} x_{rp} (y_{rsp} - \beta_{rs})}{\sum_p w_{rp} x_{rp}}\right)$$

Update the precision parameter

$$\lambda_{rs} = \frac{P_r}{\sum_p w_{rp} (y_{rsp} - \beta_{rs} - x_{rp} \phi_{rs})^2}$$

end for

until Convergence
end for

The EM algorithm (Dempster et al., 1977) can be used for maximum likelihood estimation in multivariate $t$ models (Meng and van Dyk, 1997). Exact computation with Markov random fields, such as in (3.2) and (3.3), is computationally very demanding, but a good approximation can be obtained quickly by the ICM algorithm (Besag, 1986). Here, we use a combination of the EM and the ICM algorithms to fit the model described in Section 3.1. The update for each parameter is given in Algorithm 1, and requires values of $\lambda_1$, $\lambda_2$, $\nu$, and $\gamma$. It is possible but computationally intensive to estimate these as part of the algorithm. For example, the degrees of freedom $\nu$ can be estimated in the EM framework (Meng and van Dyk, 1997), but each evaluation of the function to be maximized and its gradient involves one sweep through the image.

The parameters $\lambda_1$ act as smoothing parameters for each background and we have found the value 0.005 to work well in practice. We set $\nu = 2$, which seems successful in avoiding the influence of bright artifacts during segmentation. Finally, we repeat Algorithm 1 with $\gamma$ equals 0.2, 0.6, and 0.8, though the exact values are not crucial. This type of strategy is often used in image analysis to avoid fixing the classification of pixels on the basis of unreliable initial estimates (Besag, 1986). In our experience, the above values are satisfactory for a range of data sets generated from the same laboratory. This is supported by our fully Bayesian analysis in Appendix B, which can be used to estimate the parameters on small subsets of the data. It takes about 10 min to fit Algorithm 1 to a single image with 7680 spots using a single Intel Xeon processor at 3.06 GHz. An R package implementing the EM/ICM algorithm will be made freely available for download at http://www.stat.washington.edu/raph/software/.

3.3 Quality measures

Our model can be used to derive spot quality measures $Q_r$ (see Appendix A), which we define by

$$Q_r^2 = \frac{\sum_s \left[ \sum_p \hat{w}_{rp} (1 - \hat{x}_{rp})^{-1} + \sum_p \hat{w}_{rp} \hat{x}_{rp} \hat{\phi}_{rs} \log 2 \right] \mathbf{1}(\hat{\phi}_{rs} > 0)}{\sum_s \mathbf{1}(\hat{\phi}_{rs} > 0)}.$$  (3.4)

This quantity is defined only if $\hat{\phi}_{r1} > 0$ or $\hat{\phi}_{r2} > 0$, at least 1 pixel is classified as foreground ($\sum_p \hat{x}_{rp} > 0$) and at least 1 pixel is classified as background ($\sum_p (1 - \hat{x}_{rp}) > 0$). For each rectangle, we constrain the segmented region to be contained in a circle of fixed radius and there are always background pixels. If no pixels are classified as foreground, the rectangle is blank and there is no need to compute a quality measure. Similarly, if both $\hat{\phi}_{r1} = 0$ and $\hat{\phi}_{r2} = 0$, we define the rectangle to be blank and set the corresponding $x_{rp}$ values to zero.
For each spot, $Q_r$ is mainly affected by three things:

1. The number of pixels classified as foreground; a small number of pixels will make the quantity $1/(\sum_p \hat{w}_p x_p)$ large.
2. The coefficient of variation in each sample, $(\hat{\nu}_rs^2)^{-0.5}$.
3. The value of the estimated weights $\hat{w}_{rp}$. Small weights, which are usually associated with artifacts, will be associated with larger values of $Q_r$.

Here, we recommend filtering out a spot if its quality measure $Q_r$ is greater than 0.1, which seems to work well in practice.

Algorithm 1 can also lead to hybridization estimates equal to 0. In general, these estimates are associated with low-quality spots and are filtered out using our quality measures. However, they can also correspond to valid spots. Without further information, it is impossible to know if the true expression level for the spot in the corresponding sample is zero or the intensity is below the detection level of the scanner, so we recommend flagging such spots.

4. APPLICATION TO EXPERIMENTAL DATA

In this section, we compare different methods on an HIV experiment in which the expression levels of 7680 cellular RNA transcripts had been assessed in CD4-T-cell lines at time $t = 24$ h after infection with HIV virus type 1. The data set contains 12 HIV-1 genes used as positive controls. Further details are given by van’t Wout et al. (2003). The raw images are available at http://expression.microslu.washington.edu/expression/index.html. To ease comparisons between methods, we only use the first block of 640 genes, which contains 2 of the 12 HIV control genes. We have applied our method to other blocks and other images and the results were similar.

4.1 Methods to be compared

Besides our own EM/ICM and fully Bayesian implementations (as described in Appendix B), we consider two other methods for cDNA microarray image analysis: Spot and Arrayvision. A summary follows:

1. **Probabilistic approach via EM/ICM:** Segmentation and estimation of the background-corrected intensities are carried out simultaneously. To display the segmented region, we use the estimated $x_{rp}$s.
   
   To estimate the hybridization effects (background-corrected intensities), we use $\hat{\phi}$ and estimate the log-ratio for each spot by $\log_2(\hat{\phi}_{r1}/\hat{\phi}_{r2})$.

2. **Fully Bayesian approach:** Using the approach described in Appendix B, we obtain a sample from the overall posterior distribution. We estimate the segmented region and hybridization parameters by the posterior means of $x_{rp}$ and $\phi_{rs}$.

3. **Spot:** Segmentation is done using a seeded growing region algorithm (Adams and Bischof, 1994). For a given spot, the foreground intensity is computed as the median intensity of the pixels within the spot. The background intensity is calculated using morphological opening (Serra, 1982; Soille, 1999). The nonlinear filter is applied to the original images using a square structuring element with sides of length at least twice as large as the spot separation distance. The background image is estimated by first replacing each pixel by the minimum local intensity in the square region and then performing a similar operation on the resulting image using the local maximum. If $S_i$ denotes the square centered at pixel $i$, the background intensity $z_i$ of pixel $i$ is given by $z_i = \max_{j \in S_i} y'_j$, where $y'_j = \min_{k \in S_j} y_k$ with $y$ denoting the original pixel values. This operation removes all the spots and produces an image that is an estimate of the background image. For individual spots, background is estimated by sampling this background image at the nominal center of the spot.
4.2 Segmentation

Figure 4 shows the segmentation results using the four methods described in Section 4.1 for a portion of one of the HIV images. Spot and Arrayvision are more flexible than fixed circle segmentation algorithms in allowing noncircular shapes but they still fail to properly segment doughnut-shaped spots. In addition, they both output almost circular regions for the spots that do not show any hybridization on the raw images. On the other hand, our approach with EM/ICM is flexible in allowing all sorts of shapes including doughnuts and is robust to artifacts because of the \( t \)-distributed errors. This is not the case with Spot: see, for example, row 3 and column 14 of Figure 4(c). The results from the fully Bayesian approach are comparable to the EM/ICM implementation except for a few spots. However, these spots have quality measures greater than 0.1 (spots colored in gray) and are filtered out by the EM/ICM implementation.

4.3 Estimation

The log-ratio estimates from the EM/ICM implementation are almost identical to the ones from the fully Bayesian approach above an overall intensity of about five, except for two spots: one corresponding to an artifact and the other to one of the HIV genes with estimated log-ratio equal to infinity, which cannot be displayed. Below this, estimates can be quite different. The intensities from the EM/ICM implementation can be exactly zero, whereas the fully Bayesian estimates are strictly positive. As a consequence, some of the estimates cannot be displayed in the EM/ICM case. However, these estimates would be associated with large measures of uncertainty computed with the fully Bayesian approach, and would likely be discarded (Gottardo, 2005).

Figure 5 shows the log-ratio estimates as a function of the overall intensity. For the HIV genes, the estimated ratios should be infinite since the true intensity for one of the channels is exactly zero but not the other. For EM/ICM, the two values are \( \infty \) (not displayed) and 9.93; for the fully Bayesian approach, 17.95 and 9.88; and for Spot, 10.48 and 9.26, suggesting a downward bias. The values are on the log scale and the difference between estimates would be even larger on the natural scale. Negative estimates occurred for several genes using Arrayvision, including one of the HIV genes.

Log-ratio estimates tend to be more variable at low intensity for all the methods except Spot (Figure 5). In Spot, the background estimation is based on morphological opening and usually leads to smaller estimates than competing methods. Because the size of the running rectangle is chosen to be quite large, the estimates also tend to be constant over larger regions (Figure 6). The associated background-subtracted intensity estimates are larger, perhaps overestimated, diminishing the number of estimated intensities close to zero. The background estimates from our model and Arrayvision are more comparable.

Figure 5(a) also shows the spots filtered out by our quality measures. Most of these have low overall intensity. The low-quality spot with largest overall intensity corresponds to a bright artifact.

5. Discussion

We have introduced a model for the analysis of microarray images, combining both segmentation and intensity estimation. Our model is robust, with \( t \)-distributed errors, and flexible, allowing the segmentation of all sorts of spot shapes. We claim that the segmentation results from our model are superior to two
a) EM/ICM Estimates

b) MCMC Estimates

c) Spot

d) Arrayvision
Probabilistic segmentation and intensity estimation

Fig. 5. Log-ratio estimates as a function of the overall intensity. All ratio estimates but the ones from Spot tend to be more variable at low intensity. The two genes with the largest ratios correspond to two HIV control genes. Their true ratio should be arbitrarily large. Some of the intensity estimates from Arrayvision, e.g., one of the HIV genes, were negative and cannot be displayed on a log scale. Some of the estimates from the EM/ICM fitting method are equal to 0 and cannot be displayed. This is a case for one of the HIV genes for which the log-ratio is equal to infinity.

competing methods. In addition to the segmented regions and point estimates, we provide spot quality measures that can be used for filtering unreliable spots.

The difference between log-ratio estimates obtained from Spot, Arrayvision, and our model is quite large, and suggests that background estimation is a significant factor. This is consistent with the results in Yang et al. (2002). To accurately estimate the hybridization intensity in each channel, an estimate of the background is usually subtracted from the foreground intensity. Using our model, negative differences cannot occur as we model the hybridization effects directly. Even though negative estimates are possible with Spot, they rarely occur in practice. This is mainly due to the nature of the morphological opening, which provides smaller background estimates. The variability of the estimated log ratios from Spot is also reduced, but this does not necessarily mean that it performs better. To quote the authors (Yang et al., 2002): “... the variability of replicate log ratios is not in itself a useful measure of performance, as smaller variability can be achieved simply by using lower, or darker background estimates.” There is a need for test data sets where the true log ratios of many of the genes are known. This would allow us to evaluate the different methods in terms of accuracy in addition to variability. Of course, such data sets would require

Fig. 4. Comparison of the different segmentation methods on a piece of the HIV images. For Spot and Arrayvision, the segmented region contours are drawn over the combined raw images. For the EM/ICM results, spots with quality measures greater than 0.1 are colored in gray. Both the EM/ICM and fully Bayesian implementations of our model properly segment doughnut-shaped spots.
Fig. 6. Image plot of the background estimates for the four methods compared on the HIV data. All the estimates show spatial variation of the background intensities. The estimates from Spot are the lowest and are constant over larger regions. The EM/ICM and Bayesian estimates are almost identical.

many laboratory experiments and so far as we are aware none are currently in the public domain. Using two HIV control genes, for which the log ratios should be arbitrarily large, we showed that Spot had the largest bias.

One possible cause of the increased variability at low intensity is that the detection range of the scanner is set too high. As a consequence, the low-intensity spots are not visible in the raw images, leading to problematic segmentation. On the other hand, if the detection range is set too low, the high-intensity spots become saturated. Although one can model the truncation (Tadesse et al., 2003), this severely increases the complexity of the model and does not seem worthwhile. In practice, the detection range is high enough so that high intensities are not affected. Therefore, we prefer to flag and/or discard unreliable spots.

According to the Bayesian paradigm, it might seem natural to include other levels of the analysis in our hierarchical model. In fact, this was a goal in Gottardo (2005). For example, we have tried modifying our model to incorporate replicates but we found no improvement in performance versus combining the replicates after the image analysis step. It appears helpful to flag and perhaps filter out low-quality spots before going to the next stage, which may become more difficult in a more complex model. In particular, if a spot replicate is deficient, it often degrades the quality of the estimates for the associated gene, and potentially other genes. If instead, one analyzes each image separately, the deficient spots can be removed before combining the estimates.

Finally, we have compared our EM/ICM implementation to a fully Bayesian one and found little improvement in terms of intensity estimates and segmentation. One advantage of the fully Bayesian approach is that it permits more realistic measures of uncertainty by combining information from both segmentation and estimation (Gottardo, 2005). The additional computational price does not seem worthwhile at the present time.
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APPENDIX A

Quality measures

We first assume a simplified model, in which there is no spatial effect for the background (i.e. \( \lambda^B_s = 0 \)). Conditional on \( w \) and \( x \), the Fisher information matrix for each parameter vector \( \theta_{rs} = (\beta_{rs}, \phi_{rs}, \lambda^e_{rs}) \) is given by

\[
I_{rs}^\theta = \begin{pmatrix}
\lambda^e_{rs} \sum_p w_{rp} & \lambda^e_{rs} \sum_p w_{rp} x_{rp} & 0 \\
\lambda^e_{rs} \sum_p w_{rp} x_{rp} & \lambda^e_{rs} \sum_p w_{rp} x_{rp} & 0 \\
0 & 0 & 0.5 P \left( \lambda^e_{rs} \right)^{-2}
\end{pmatrix},
\]

and therefore an estimate of the asymptotic variance for \( \hat{\phi}_{rs} \), the maximum likelihood estimate in this simplified model, is \( \tau (w_{rp}, x_{rp}, \hat{\lambda}^e_{rs}) \equiv [(\sum_p w_{rp}(1 - x_{rp}))^{-1} + (\sum_p w_{rp}x_{rp})^{-1}] / \hat{\lambda}^e_{rs} \). Researchers usually focus on the log (base 2) transformation, and using the delta method we obtain \( \tau'(w_{rp}, x_{rp}, \hat{\lambda}^e_{rs}, \hat{\phi}_{rs}) = \tau(\hat{\phi}_{rs} \log 2)^2 \) as an estimate of the asymptotic variance of \( \log_2(\hat{\phi}_{rs}) \). Although this is not an estimate of the asymptotic variance for \( \log_2(\hat{\phi}_{rs}) \) computed with Algorithm 1, we use it to derive a quality measure. For each spot, we define the quality measure \( Q_r \) by

\[
Q_r^2 = \frac{\sum_s \tau'(w_{rs}, x_{rs}, \hat{\lambda}^e_{rs}, \hat{\phi}_{rs}) \mathbb{1}(\hat{\phi}_{rs} > 0)}{\sum_s \mathbb{1}(\hat{\phi}_{rs} > 0)},
\]

which can be seen as an average of the asymptotic variance estimates \( \tau' \) using the parameter estimates obtained with Algorithm 1.

APPENDIX B

A fully Bayesian approach

The model introduced in Section 3.1 can be extended to a fully Bayesian approach. All equations introduced in Section 3.1 remain the same but we add priors for some of the unknown parameters.

The hybridization effect of the spot included in rectangle \( r \) of sample \( s \), denoted by \( \phi_{rs} \), is modeled as a random effect with log Normal distribution \( (\phi_{rs} | \zeta^\phi_s, \lambda^\phi_s) \sim \log \text{Normal}(\zeta^\phi_s, 1 / \lambda^\phi_s) \), where \( \zeta^\phi_s \sim N(0, 100) \) and \( \lambda^\phi_s \sim \mathcal{G}(1, 0.005) \). We assume that the error precisions \( \lambda^e_{rs} \) arise from a common gamma distribution, \( \mathcal{G}((a^e_s)^2 / b^e_s, a^e_s / b^e_s) \), where \( a^e_s \sim U_{[0, 10]} \) and \( b^e_s \sim U_{[0, 50]} \). The prior for the centers of the circles \( c_r \) used in the Ising prior is taken to be uniform over all possible values such that the entire disk of center \( c_r \) is contained in the \( r \)th rectangle of the grid.

Finally, the prior for the degrees of freedom \( \nu \) is uniform on the set \( \{1, 2, \ldots, 10, 20, \ldots, 100\} \). These priors are vague but proper and have little influence on the posterior distribution because the parameters are shared across pixels, and so there is ample information in the data. Realizations are generated from the posterior distribution via MCMC algorithms (Smith and Roberts, 1993; Besag et al., 1995); further details can be found in Gottardo (2005). The posterior mode of the degrees of freedom for the \( t \)-distribution \( \nu \) is 2, indicating that the sampling errors are heavier tailed than the Gaussian distribution. The estimates for \( \lambda^B_1 \) and \( \lambda^B_2 \) are of the order \( 10^{-3} \), which is close to the values used in Section 3.2.
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