Estimating equation–based causality analysis with application to microarray time series data
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SUMMARY
Microarray time-course data can be used to explore interactions among genes and infer gene network. The crucial step in constructing gene network is to develop an appropriate causality test. In this regard, the expression profile of each gene can be treated as a time series. A typical existing method establishes the Granger causality based on Wald type of test, which relies on the homoscedastic normality assumption of the data distribution. However, this assumption can be seriously violated in real microarray experiments and thus may lead to inconsistent test results and false scientific conclusions. To overcome the drawback, we propose an estimating equation–based method which is robust to both heteroscedasticity and nonnormality of the gene expression data. In fact, it only requires the residuals to be uncorrelated. We will use simulation studies and a real-data example to demonstrate the applicability of the proposed method.
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1. INTRODUCTION
Microarray technologies allow us to gain biological insight at the genomic scale by monitoring activities of thousands of genes simultaneously in a wide range of tissues, organs, and cell lines. In recent years, time-course experiments (Spellman and others, 1998; Cho and others, 2001; Whitfield and others, 2002) generate gene expression data measured repeatedly over a time period. Therefore, it makes it possible to explore biological functions of genes and interactions among genes and their products. Several typical types of temporal patterns and associations among genes have been studied using time-course experiments, including periodicity, co-expression detection, gene clustering, and causality. For example, Filkov and others (2002) and Wichert and others (2004) have focused on periodicity and phase
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The correlation coefficient and its variants have been used as a primary tool of detecting gene co-expression and interactions (Schäfer and Strimmer, 2005; Zhu and others, 2005). There is also a large literature on model-based or nonparametric gene clustering such as Peddada and others (2003), Schliep and others (2003), and Song and others (2007).

Another essential problem in studying functional gene–gene interaction and constructing gene network is causality detection. The general idea is to derive pairwise causality relationship among genes based on a certain test that will be used later to construct the network. Therefore, developing an appropriate causality test is the crucial step in network construction. And it is the focus of our study in this paper. As introduced by Mukhopadhyay and Chatterjee (2007), the rough definition of causality relationship between 2 genes is that gene 1 is a cause of gene 2 if expression of gene 1 is predictive of expression of gene 2 at a future time period. In real life, 2 genes can have either a direct or an indirect causality relationship. The indirect causality implies that at least one intermediate gene exists between the 2 genes in the connection chain, which is commonly observed in gene regulatory network.

The causality relationship has been studied extensively in the literature. A class of causal models is the marginal structural models (Robins and others, 2000; Hernán and others, 2001), which are used in observational studies with exposures or treatments varying over time, for example, in the logistic regression setting. It provides the consistent inverse-probability-of-treatment-weighted estimators in the presence of unmeasured confounding factors. In our problem of studying the causality relationship between 2 time series, another class is probably more relevant that uses coherence- and partial coherence–based graphical models as in Dahlhaus (2000), Butte and others (2001), and Salvador and others (2005). However, it has been shown that the coherence-based approaches have several shortcomings: (1) it is sensitive to measurement errors (Albo and others, 2004) and (2) it cannot detect the time precedence relationship (Kaminski and others, 2001; Baccala and Sameshima, 2001) and can bear the least amount of additive random noise. In contrast, Winterhalder and others (2005) demonstrated that Granger causality is more appropriate for detecting the type of causality relationship of interest.

Mukhopadhyay and Chatterjee (2007) used a vector autoregressive (VAR) framework to test the Granger causality via an \( F \)-test. However, validity of the \( F \)-test requires the independently and identically normal distribution of data. It is known that the strong distributional assumptions have often been violated in gene expression data in the 2-fold way: (1) Gene expression intensities are often not normally distributed. Some researchers used data transformation procedures (Rocke and Durbin, 2003; Durbin and Rocke, 2004), typically logarithm transformation, to stabilize the variance so as to better approximate the normal distribution, which is still not satisfactory in some circumstances. (2) The errors are not necessarily homogeneous in real life or the variances of expression intensities in different groups or at different time points are not identical. For example, earlier studies (Geller and others, 2003; Hu and Wright, 2007) have shown that the variance is positively associated with the mean expression intensities. Another limitation of the \( F \)-test is that it is only applicable to the least square type of parameter estimates, which is restrictive in solving real problems. For example, \( F \)-test is not valid using the parameter estimates based on some \( L_1 \)-distance objective function associated with robust (i.e. median) regression models, that is practically necessary in some scenarios to account for the presence of outliers.

To overcome the shortcomings of an \( F \)-test, we propose a test based on estimating equations. The proposed method only requires data to be uncorrelated, which allows making valid statistical inference and hypotheses test robust to a wide range of data distribution forms and the heteroscedasticity of the errors that may be related to the mean function of the models. Moreover, it is also generally applicable to parameter estimates obtained from a wide range of objective functions. Aside from the capability of maintaining the appropriate significance level, empirical studies also illustrate its advantage in terms of false-positive (FP) rate in the comparison to \( F \)-test. The method and theory will be described in Section 2. We will discuss simulation studies extensively in Section 3. A real human cell cycle time-course data will be used for demonstration in Section 4.
2. MOTIVATION AND METHOD

We consider the following autoregressive model:

\[ y_{1(t)} = c + a_1 y_{1(t-1)} + \cdots + a_q y_{1(t-q)} + \beta_1 y_{2(t-1)} + \cdots + \beta_q y_{2(t-q)} + \epsilon_t, \quad (2.1) \]

where \( q \) is the autoregressive lag length and \( \epsilon_t, t = 1, \ldots, n \), are uncorrelated and have mean 0 and variance \( \sigma^2 \). The gene 2 is said to Granger-cause gene 1 if at least a \( \beta_i \neq 0, i = 1, \ldots, q \). The task becomes testing

\[ H_0: \beta_1 = \beta_2 = \cdots = \beta_q = 0. \quad (2.2) \]

Hamilton (1994) and Mukhopadhyay and Chatterjee (2007) used \( F \)-test in a VAR framework assuming the independent and identically distributed \( \epsilon_t \). In gene expression time-series data, it is observed that the variance of expression levels of a gene varies with the mean expression intensity at stages (or time points) in the cell cycle. In this case, \( F \)-test would lead to inconsistent results in the presence of the nonhomogeneous errors, mainly due to inconsistent variance estimation of the parameters.

To overcome the drawbacks of \( F \)-test, we propose a test based on estimating equations, which only requires \( \epsilon_t \) in model (2.1) to be uncorrelated, without additional assumptions on the distributional form. In addition, it also allows the unequal variance \( \sigma^2 \). Let \( Y_{1(t)} = (y_{1(t)}, \ldots, y_{1(t-q)}) \) and \( Y_{2(t)} = (y_{2(t)}, \ldots, y_{2(t-q)}) \). We define the parameter vector \( \theta = (\beta, c, a) \). The estimate of \( \theta \) is generally considered to be the solution of the following estimating equation:

\[ S(y, \theta) = n^{-1/2} \sum_{t=1}^{n} g(Y_{1(t)}, Y_{2(t)}, \theta) = 0 \quad (2.3) \]

for some given function \( g \) satisfying

\[ E_g(Y_{1(t)}, Y_{2(t)}, \theta) = 0. \]

The normalization constant \( n^{-1/2} \) is chosen for the convenience of expression asymptotic results. The estimating equation (2.3) is typically obtained from minimization (maximization) of some objective function \( SS(y, \theta) = \sum_{t=1}^{n} G_t(Y_{1(t)}, Y_{2(t)}, \theta) \), that is, if the likelihood or least squares is used, then we have \( G_t(Y_{1(t)}, Y_{2(t)}, \theta) = \frac{\partial G_t(Y_{1(t)}, Y_{2(t)}, \theta)}{\partial \theta} \).

It is worthwhile emphasizing that the inference development on estimating equations in our problem is different from the main existing research which focuses on the independent data (see Liang and Zeger, 1986; Godambe and Kale, 1991; Boos, 1992; Hu and Kalbfleisch, 2000). In our problem, the time-series data are dependent where some explanatory variables are in fact also some forms of the outcome variable. Based on model (2.1), the least square method results in the estimating function

\[ g(Y_{1(t)}, Y_{2(t)}) = (y_{2(t-1)}, \ldots, y_{2(t-q)}, 1, y_{1(t-1)}, \ldots, y_{1(t-q)})^T \times r_t, \]

a \( 2q + 1 \) vector, where

\[ r_t = y_{1(t)} - (c + a_1 y_{1(t-1)} + \cdots + a_q y_{1(t-q)} + \beta_1 y_{2(t-1)} + \cdots + \beta_q y_{2(t-q)}). \]

We define the following notations prior to making the inference of \( \theta \). Let

\[ V(\theta) = \text{Var} S(y, \theta) = n^{-1} \sum_{t=1}^{n} \text{Var}(g(Y_{1(t)}, Y_{2(t)}, \theta)) \]
and

\[ W(\theta) = E \left\{ n^{-1} \sum_{t=1}^{n} \frac{\partial g(Y_{1(t)}, Y_{2(t)}, \theta)}{\partial \theta^T} \right\}. \]

Both \( V(\theta) \) and \( W(\theta) \) are \((2q + 1) \times (2q + 1)\) matrices. In practice, a reasonable estimate of \( V(\theta) \) and \( W(\theta) \) for a given \( \theta \) is

\[ V(y, \theta) = n^{-1} \sum_{t=1}^{n} (g(Y_{1(t)}, Y_{2(t)}, \theta) - \bar{g}(y, \theta))(g(Y_{1(t)}, Y_{2(t)}, \theta) - \bar{g}(y, \theta))^T, \]

where \( \bar{g}(y, \theta) = n^{-1} \sum_{t=1}^{n} g(Y_{1(t)}, Y_{2(t)}, \theta) \). And

\[ W(y, \theta) = n^{-1} \sum_{t=1}^{n} \frac{\partial g(Y_{1(t)}, Y_{2(t)}, \theta)}{\partial \theta^T}. \]

Consequently, we have

\[ V(y, \theta) \to V(\theta) \]

and

\[ W(y, \theta) \to W(\theta) \]

in probability for both homogeneous and nonhomogeneous errors, which can be straightforwardly obtained by the weak law of large number.

We start with a general testing problem that has a wide application,

\[ H_0: h(\theta) = 0 \]

for a set of differentiable functions \( h \), with the length of the vector \( h \) denoted by \( r \). Note that the test in (2.2) is just a special case. Let

\[ H(\theta) = \frac{\partial h(\theta)}{\partial \theta^T}. \]

We define

\[ U(\theta) = H^T (HW^{-1}H^T)^{-1} HW^{-1}VW^{-1}H^T (HW^{-1}H^T)^{-1} H, \]

and its general inverse (Moore–Penrose) is then

\[ U^{-}(\theta) = W^{-1}H^T (HV^{-1}W^{-1}H^T)^{-1} H^{-1}, \]

where the arguments \( y \) and \( \theta \) are suppressed.

Let \( \hat{\theta} \) be the estimate of \( \theta \) under the restriction \( h(\theta) = 0 \) obtained from estimating equations. The test statistics based on the estimating equation is then

\[ \tilde{Q}_{h=0} = S(y, \hat{\theta})^TU^{-}(\hat{\theta})S(y, \hat{\theta}). \]

We derived its asymptotic distribution property in the following theorem, with the proof shown in the supplementary material available at Biostatistics online (http://www.biostatistics.oxfordjournals.org).

**Theorem 2.1** If the Lindeberg condition holds for \( g(Y_{1(t)}, Y_{2(t)}, \theta) \). That is, for every \( \ell \),

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} E \left\{ \frac{g(Y_{1(t)}, Y_{2(t)}, \theta)}{s_n^2} \left| g(Y_{1(t)}, Y_{2(t)}, \theta) \right| > \ell s_n \right\} = 0,
\]

where \( s_n^2 = \sum_{t=1}^{n} \text{Var}(g(Y_{1(t)}, Y_{2(t)}, \theta)) \). Then, \( \tilde{Q}_{h=0} \) follows a chi-square distribution with the degree of freedom \( r \) under \( H_0 \). Therefore, \( H_0 \) can be rejected at the significance level \( \alpha \) if \( \tilde{Q}_{h=0} > \chi^2_r, \alpha \).
Coming back to the test (2.2), we have the $q \times (2q + 1)$ matrix

$$H(\Theta) = \begin{pmatrix}
1 & 0 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & 0 & \cdots & 0 \\
& & \ddots & & & \\
0 & \cdots & 0 & 1 & 0 & \cdots & 0
\end{pmatrix},$$

where the element in the $i$th row and $i$th column equals 1, $i = 1, \ldots, q$, corresponding to $\beta$. So $\tilde{Q}_{h=0}$ follows the chi-square distribution with the degree of freedom $q$ under $H_0$.

Because our focus is on the causality test, we will not discuss selection of the autoregressive lag length in this paper. Throughout the empirical investigation, we will take $q = 1$ without the loss of generality. We will also study the application of the gene-pair causality relationship in network construction, adopting the same strategy in Mukhopadhyay and Chatterjee (2007) that is to first perform pairwise causality tests and then use multiple testing adjustment to select the most associated gene pairs for constructing the network. Regardless of the ad hoc way of network construction, it serves sufficiently the main purpose of making the comparison between the estimating equation–based test and the $F$-test in the high-dimensional application.

3. SIMULATION STUDY

We conducted extensively a series of simulation studies to evaluate the performance of the estimating equation–based causality detection method (EE) and the $F$-test (F).

It is essential for a test method to preserve the appropriate type-I error rate that is investigated in the first set of simulations. Additionally, we empirically examine the distribution of the test statistic $\tilde{Q}_{h=0}$ to verify the theoretical results stated in Theorem 1. We focus on testing the causality relationship between 2 variables $X_1$ and $X_2$ that $x_{1t} = 0.7x_{1(t-1)} + \epsilon_1t$ and $x_{2t} = 0.3x_{2(t-1)} + \beta x_{1(t-1)} + \epsilon_2t$. The interest is to test the null hypothesis $H_0$: $\beta = 0$. We conducted 5000 simulations with the data generated under null hypothesis $H_0$. We considered the number of time points to be $n = 30$ or 100. We conduct the 2 methods to test $H_0$ in each simulation. Three homogeneous distributions of both $\epsilon_1t$ and $\epsilon_2t$ are considered: $N(0, 1)$, $t$-distribution with degree of freedom 3, and centered mean-1 exponential distribution. We report the proportion of the $p$-value no larger than 0.05 among the 5000 simulations in the 3 columns to the left in Table 1. In most cases, the 2 methods yield similarly reasonable results that are very close to 0.05. However, EE method has discernibly better performance when the $t$-distribution is posed on the residuals.

We also considered a nonhomogeneous case where $\epsilon_{1t} \sim N(0, 1)$ and the variance of $\epsilon_{2t}$ is positively associated with the absolute mean value of $x_{1(t-1)}$. Specifically, $\epsilon_{2t} \sim N(0, x_{1(t-1)}^2)$. It serves sufficiently as an example to demonstrate the inconsistency of $F$-test shown in the right column of Table 1. We can see that EE method performs consistently well while $F$-test yields much inflated type-I error rate.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Method</th>
<th>Homogeneous $\epsilon_{2t}$</th>
<th>Nonhomogeneous $\epsilon_{2t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$N(0, 1)$</td>
<td>$t(3)$</td>
</tr>
<tr>
<td>30</td>
<td>F</td>
<td>0.060</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>EE</td>
<td>0.060</td>
<td>0.049</td>
</tr>
<tr>
<td>100</td>
<td>F</td>
<td>0.053</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>EE</td>
<td>0.052</td>
<td>0.050</td>
</tr>
</tbody>
</table>
We observed that $n = 30$ and 100 generally yield the compatible results where the latter may perform slightly better in some cases, implying that the tests are also applicable when the sample size is not large.

In addition, we compared the distribution of the test statistic $\hat{Q}_{h=0}$ to its theoretical distribution $\chi^2(1)$ in each residual distribution case. The density histogram plots in Figure 1 of the supplementary material available at *Biostatistics* online support the validity of the theoretical results.

Fig. 1. In the first row, the Q–Q plots of the expression intensities of the 2 genes *BRCA1A* and *DHFR4* are shown. In the second row, the plots of the moving variance versus the moving average intensities of *BRCA1A* and *DHFR4* are shown. In the third row, the expression intensities along time for the gene pair (*NPAT*, *DHFR4*) are shown.
Next, we simulate a network of 14 genes in a similar way as in Mukhopadhyay and Chatterjee (2007) where the 6 independent genes $x_1, x_7, x_8, x_9, x_{11},$ and $x_{14}$ are all AR(1) process with autocorrelation $< 1$. To mimic the real situation, we considered the independent genes to come from the stationary or nonstationary time-series processes, where the latter is to account for the periodicity pattern of gene expression in the cell cycle regulation. The other 8 dependent genes are simulated from the Granger-caused time-series processes associated with one or more other genes. The models to generate the whole network are described in Table 2.

The goal of simulating such a gene network is to mimic the realistic problem, taking into consideration different complexity in the dependent structure, including the indirect causalities (i.e. $x_1 \rightarrow x_3$), multiple-to-one prediction (i.e. $(x_7, x_8, x_9) \rightarrow x_6$), one-to-multiple prediction (i.e. $x_{11} \rightarrow x_{10}$ and $x_{11} \rightarrow x_{12}$), and the disconnect component.

As discussed in Section 2, the distribution of $\epsilon_t$ can be either nonnormal (symmetric or asymmetric) or nonhomogeneous (variance dependent on time) in the real life. First, we considered 2 homogeneous $\epsilon_t$ cases: (1) $\epsilon_t \sim N(0, 1)$, which is the only case discussed in Mukhopadhyay and Chatterjee (2007), and (2) $\epsilon_t \sim$ centered exp(1), representing an asymmetric distribution case.

We generate all the time series in various scenarios for 100 equidistant time points. We then conduct the tests at time points $t = 10, 20, 40, 60, 80$, and 100 to assess the influence of the number of observations (or sample size) on the results. Between a pair of genes, we only take the direction with smaller $p$-value from the causality test to construct the gene network. We understand that it is possible for 2 genes to have the bidirectionally causal relationship in the either direct or indirect fashion.

For the high-throughput data, it is well acknowledged that multiple testing issue needs to be taken into account. There is a large literature on this subject, among which false discovery rate (FDR; Benjamini and Hochberg, 1995; Storey, 2002) has been the most commonly used. Although applying FDR to our problem is straightforward, we note that different $p$-value cutoff can be incurred using a common FDR threshold for different tests because of the unequal estimate of the distribution and the proportion of null genes produced by permutation procedures, that is, implemented in Q-value software (Storey and Tibshirani, 2003). As a consequence, it may hinder the direct and square comparison between the 2 tests. Therefore,

### Table 2. Data generation of the network of 14 genes

<table>
<thead>
<tr>
<th>Case 1: stationary</th>
<th>Case 2: nonstationary</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{11t} = 0.7x_{1(t-1)} + \epsilon_t$</td>
<td>$x_{11t} = \sin \frac{\pi t}{40} + 0.7x_{1(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{7t} = 0.8x_{7(t-1)} + \epsilon_t$</td>
<td>$x_{7t} = 0.8x_{7(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{8t} = 0.7x_{8(t-1)} + \epsilon_t$</td>
<td>$x_{8t} = \cos \frac{\pi t}{40} + 0.7x_{8(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{9t} = 0.77x_{9(t-1)} + \epsilon_t$</td>
<td>$x_{9t} = 0.77x_{9(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{11t} = 0.7x_{11(t-1)} + \epsilon_t$</td>
<td>$x_{11t} = \cos \frac{\pi t}{40} + 0.7x_{11(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{14t} = 0.65x_{14(t-1)} + \epsilon_t$</td>
<td>$x_{14t} = 0.65x_{14(t-1)} + \epsilon_t$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent series</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{2t} = 0.29x_{2(t-1)} + 0.65x_{1(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{3t} = 0.15x_{3(t-1)} + 0.29x_{2(t-1)} + 0.65x_{14(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{6t} = 0.12x_{6(t-1)} + 0.3x_{7(t-1)} + 0.3x_{8(t-1)} + 0.3x_{9(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{4t} = 0.17x_{4(t-1)} + 0.4x_{3(t-1)} + 0.7x_{6(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{5t} = 0.6x_{5(t-1)} + 0.8x_{4(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{10t} = 0.4x_{10(t-1)} + 0.3x_{11(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{12t} = 0.4x_{12(t-1)} + 0.4x_{11(t-1)} + \epsilon_t$</td>
</tr>
<tr>
<td>$x_{13t} = 0.4x_{13(t-1)} + 0.4x_{11(t-1)} + \epsilon_t$</td>
</tr>
</tbody>
</table>
we instead take the common significance level for the 2 methods throughout the simulations and real-data investigation. Without the loss of generality, we use the \( p \)-value cutoff value of 0.01 in the simulation study.

Now, we describe a summary measure to assess the performance of the 2 methods. Mukhopadhyay and Chatterjee (2007) introduced an accuracy summary statistic as follows. Let \( G \) denote the number of genes and \( e_i \) denote the edge connecting 2 genes, \( i = 1, \ldots, \frac{G(G-1)}{2} \). Define \( l(e_i) = 0 \) if the decision based on the test is accurate; otherwise, \( l(e_i) = 1 \). The accuracy summary statistic is defined as

\[
A = 100 \left[ 1 - \frac{2}{G(G-1)} \sum_{e_i} l(e_i) \right].
\]

Although the summary statistic measures the overall decision accuracy, we note that it cannot deliver the important information on the FPs or false negative (FNs). In exploring a biological problem using the high-through put data such as microarray experiment, it is more important to control for FP rate since the detected candidate markers selected from statistical analysis will be focused for further biological validation procedure which is costly and time consuming, aside from that biologists accept the reality of not being able to detect all the true biomarkers, which is related to FNs. Therefore, we also record the number of FPs (the detected edges that are not true edges) and the number of FNs (the true edges that are not detected).

In Table 1 of the supplementary material available at *Biostatistics* online, we show in each case the mean accuracy summary statistic with its standard error, the mean FP, and the mean FN over all the 100 simulations at the significance level of 0.01. In general, the 2 methods are very compatible in terms of both the average accuracy measure and the standard error. But the difference between the two is that EE tends to yield less FPs while \( F \)-test tends to yield less FNs. More detailed discussions are provided in the supplementary material available at *Biostatistics* online. In addition, it is worth pointing out that \( F \)-test is in fact theoretically inconsistent, regardless of its seemingly reasonable empirical performance under some situations.

Next, we examined the data in the nonhomogeneous normal distribution case where the variance of \( \epsilon_{i,t} \) in the model of predicting gene \( i \) is positive in absolute expression intensities of another gene (or other genes) that interacts with gene \( i \) at time \( t - 1 \). The data generation details are described in Table 3. Explicitly, we assume the variance of the genes in the dependent series is directly related to the genes predicting them. For the genes in the independent series, we also assume their variance is associated with another (arbitrarily selected) gene’s expression intensity due to indirect interaction between the two in the same network. Although the data generation seems arbitrary, it is sufficient to illustrate how the irregular variance structure could affect the causality test. Nevertheless, the true variance structure is unknown in the real cell cycle time-series gene expression data. Therefore, a method robust to the data distribution form is desirable.

### Table 3. Standard deviation of \( \epsilon_{i,t} \)

<table>
<thead>
<tr>
<th>Independent series</th>
<th>Dependent series</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{sd}(x_{1t}) = 1 )</td>
<td>( \text{sd}(x_{2t}) = 5 )</td>
</tr>
<tr>
<td>( \text{sd}(x_{7t}) = 5 )</td>
<td>( \text{sd}(x_{2t}) = 5 )</td>
</tr>
<tr>
<td>( x_{1(t-1)} )</td>
<td>( x_{2(t-1)} )</td>
</tr>
<tr>
<td>( \text{sd}(x_{8t}) = 5 )</td>
<td>( \text{sd}(x_{3t}) = 5 )</td>
</tr>
<tr>
<td>( x_{7(t-1)} )</td>
<td>( x_{2(t-1)} + x_{14(t-1)} )</td>
</tr>
<tr>
<td>( \text{sd}(x_{9t}) = 5 )</td>
<td>( \text{sd}(x_{8t}) = 5 )</td>
</tr>
<tr>
<td>( x_{8(t-1)} )</td>
<td>( x_{7(t-1)} + x_{8(t-1)} + x_{9(t-1)} )</td>
</tr>
<tr>
<td>( \text{sd}(x_{11t}) = 5 )</td>
<td>( \text{sd}(x_{9t}) = 5 )</td>
</tr>
<tr>
<td>( x_{9(t-1)} )</td>
<td>( x_{3(t-1)} + x_{6(t-1)} )</td>
</tr>
<tr>
<td>( \text{sd}(x_{14t}) = 5 )</td>
<td>( \text{sd}(x_{11t}) = 5 )</td>
</tr>
<tr>
<td>( x_{11(t-1)} )</td>
<td>( x_{4(t-1)} )</td>
</tr>
<tr>
<td>( \text{sd}(x_{10t}) = 5 )</td>
<td>( \text{sd}(x_{14t}) = 5 )</td>
</tr>
<tr>
<td>( x_{10(t-1)} )</td>
<td>( x_{1(t-1)} )</td>
</tr>
<tr>
<td>( \text{sd}(x_{12t}) = 5 )</td>
<td>( \text{sd}(x_{12t}) = 5 )</td>
</tr>
<tr>
<td>( x_{11(t-1)} )</td>
<td>( x_{11(t-1)} )</td>
</tr>
<tr>
<td>( \text{sd}(x_{13t}) = 5 )</td>
<td>( \text{sd}(x_{13t}) = 5 )</td>
</tr>
<tr>
<td>( x_{11(t-1)} )</td>
<td>( x_{11(t-1)} )</td>
</tr>
</tbody>
</table>
Table 4. Heterogeneous $\epsilon_1$

<table>
<thead>
<tr>
<th>Method</th>
<th>Time</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>Avg</td>
<td>85.14</td>
<td>86.52</td>
<td>87.35</td>
<td>88.14</td>
<td>88.42</td>
<td>88.64</td>
<td>88.67</td>
<td>89.25</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>4.74</td>
<td>4.98</td>
<td>3.72</td>
<td>3.10</td>
<td>3.21</td>
<td>3.03</td>
<td>3.13</td>
<td>3.14</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>7.50</td>
<td>6.24</td>
<td>5.44</td>
<td>5.15</td>
<td>4.74</td>
<td>4.61</td>
<td>4.69</td>
<td>4.49</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>6.02</td>
<td>6.03</td>
<td>6.07</td>
<td>5.64</td>
<td>5.80</td>
<td>5.73</td>
<td>5.62</td>
<td>5.29</td>
</tr>
<tr>
<td>EE</td>
<td>Avg</td>
<td>90.68</td>
<td>91.26</td>
<td>91.88</td>
<td>92.26</td>
<td>91.92</td>
<td>91.86</td>
<td>91.58</td>
<td>91.63</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>2.52</td>
<td>2.18</td>
<td>2.34</td>
<td>2.27</td>
<td>2.07</td>
<td>2.38</td>
<td>2.22</td>
<td>2.12</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>1.98</td>
<td>1.31</td>
<td>1.16</td>
<td>0.93</td>
<td>1.09</td>
<td>1.11</td>
<td>1.16</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>6.50</td>
<td>6.64</td>
<td>6.23</td>
<td>6.11</td>
<td>6.26</td>
<td>6.30</td>
<td>6.50</td>
<td>6.44</td>
</tr>
</tbody>
</table>

SE, standard error.

The results with the sample size varying between 5 and 100 are shown in Table 4. It is clear that EE outperforms $F$-test in terms of the overall accuracy measure because of its obvious advantage in FP with not much sacrifice of FN. We also note that the standard error of $F$-test is larger than EE, indicating the inconsistent performance of F.

4. A REAL-DATA EXAMPLE

We study the applicability of the proposed method using the human cancer cell cycle data (Whitfield and others, 2002) available at http://genome-www.stanford.edu/Human-CellCycle/Hela. Li and others (2006) studied gene regulatory network on 20 genes, represented by 23 probe sets, using one experiment in this data with a double thymidine block for cell synchronization which consisted of 48 time points. We focus on the same set of genes to study the gene–gene causal relationship. A simple scaling normalization was applied to the arrays to make their overall expression levels comparable prior to data analysis.

We implemented both F and EE on this set of genes. At the $p$-value threshold of 0.001, F detected 104 gene pairs that showed the significant causal relationship, while EE detected 78, among which 70 pairs were detected by both. It is worthwhile investigating the gene pairs that are detected by only a method in order to understand what causes the difference. The theoretical development and simulation study tell us that the performances of 2 methods are supposed to be similar if the expression intensities of a gene to be predicted is homogeneously and normally distributed. It motivates us to take a look at the distribution of the expression intensities of each individual gene first.

An intuitive way is comparing the sample quantiles to the theoretical quantiles of the i.i.d. standard normal distribution. A large discrepancy implies that at least one of the following distribution assumptions does not hold: normality and homogeneity that in particular indicates the common variance at different time points in our case. We empirically observed that the majority of the 23 probe sets manifests the fairly small discrepancy between the sample and the theoretical quantiles, except for 6 genes. For a specific gene, we also kept the count of gene pairs involving it that was only detected by a method. Not surprisingly, we found that the most difference is associated with these 6 genes. Hereafter, we will focus our discussion on a few genes for the purpose of demonstration, with more details provided in the supplementary material available at Biostatistics online.

Figure 1 showed the plot of the empirical quantiles of the standardized expression intensities versus the theoretical quantiles of the standard normal distribution for 2 genes breast cancer 1, early onset isofom A ($BRCA1A$) and dihydrofolate reductase gene ($DHFR4$). $BRCA1A$ in the top left panel showed that the 2 distributions are generally close to each other, representing the example with nearly normal distribution. Note that the inconsistent estimate of some quantiles in the extreme tail region is mainly caused by the
small number of available observations, which is well recognized in statistical literature. In the contrast, \textit{DHFR4} (one of the 6 genes) in the top right panel served as the nonnormal distribution example where the nonlinear up-tail pattern is clearly observed.

Furthermore, it is interesting to investigate if the large deviation from the i.i.d. normal distribution is caused by the nonhomogeneous distribution of the data, more explicitly, if the variance depends on the mean intensity at a time point. Although this is impossible to interrogate without the replicate samples available at a time point, we propose to use the observations at the nearby time points for the investigation. In so doing, we assume that the correlation of expression intensities across time points is high for nearby time points and low otherwise. The idea is to look at the plot of the variance versus the absolute mean intensity of the 5 observations at time point \( t_i \) up to \( t_{i+4} \), \( i = 1, \ldots, n - 4 \). If in truth the variance is homogeneous, we expect the moving variance to be uncorrelated with the moving mean intensities. The middle row of Figure 1 contains such plots of the \textit{BRCA1A} and \textit{DHFR4}. The line in red indicates the least square fit of the moving variances regressing on the moving average intensities, with the estimated slope shown in the title above a plot. It is clearly observed that \textit{BRCA1A} generally shows no association between the moving variance and the moving average intensities with the slope close to 0. In the contrast, \textit{DHFR4} shows some linear association between the two with the nontrivial slopes.

The next question to ask is how the non-i.i.d. distribution affects the causality test empirically. One interesting observation is that EE detected 3 genes that strongly predict gene \textit{DHFR4} while F could not detect any. We used the gene pair nuclear protein, ataxia-telangiectasia locus (\textit{NPAT, DHFR4}) as an example where EE obtained the \( p \)-value of 0.0002 while F is 0.013. The expression intensities of the 2 genes along the 48 time points are displayed in the bottom left panel of Figure 1. To show the direct prediction of \textit{DHFR4}, the expression intensities of \textit{DHFR4} in red at time point 2 and up were used in the plot. We also displayed the smoothed expression intensity curve in the top right panel to show the pattern more clearly. It described the predictive pattern that the change in the expression intensities of \textit{NPAT} always triggered the change in the intensities of gene \textit{DHFR4} of a smaller magnitude in a concordant fashion.

To investigate the impact of data distribution on the test, we standardized the expression profile of gene \textit{DHFR4} with a monotonic normal score transformation. It is noteworthy that this transformation also removes the true nonhomogeneity in terms of the variance besides forming the normal distribution. Clearly, performing such a transformation is not recommended in real application because it erases the underlying true correlation among the data, and the result is difficult to be interpreted after the transformation. However, given that the truth is unknown in the real experiment, we take this strategy to make a comparison between these 2 methods because we expect the proposed test to be less susceptible to different distribution forms than \( F \)-test.

Specifically, we obtain the ranks of gene expression intensities \( R_1, \ldots, R_n \) and use them to construct the transformed profile, \( \Phi^{-1}(R_1/(n + 1)), \ldots, \Phi^{-1}(R_n/(n + 1)) \), where \( \Phi(\cdot) \) is the cumulative normal distribution. On the transformed profile of \textit{DHFR4}, EE and F yielded the \( p \)-values of 0.00005 and 0.0003, respectively. Note that F substantially increased the test significance and became significant at the prespecified \( p \)-value threshold, while EE roughly maintained the same significance level as that without data transformation. Interestingly, Mukhopadhyay and Chatterjee (2007) also detected this causality relationship using another cell cycle experiment.

From our extensive study of this data, the general observation is that the proposed EE method yields more consistent and robust results in response to different data distribution than \( F \)-test. In particular, \( F \)-test tends to produce much more inconsistent results than EE if the homogeneous normality distribution assumption does not hold. We want to point out that it is impossible to study the variance pattern of the residuals at a time point given no replicates in the real data set. So the inconsistency of \( F \)-test may be caused by the nonnormal distribution or the possible confounding heteroscedasticity of the errors. This empirical conclusion is also in agreement with the theoretical development and simulation results described in Sections 2 and 3.
5. Discussion

We proposed a estimating equation–based test for gene–gene causality relationship in microarray time-course data. We theoretically derived that the proposed test statistic has the asymptotic chi-square distribution property under the minimum data distribution assumption. Its capability of maintaining the appropriate significance level has been empirically verified via the simulation study of a wide variety of data distribution forms. Both simulation and real-data example demonstrate the advantage of the proposed method in reducing the FP rate with a minor sacrifice of increasing FN rate of the causality detection. In the contrast, $F$-test could break down in the presence of non-i.i.d normal data distribution, in particular, when the variance of the predicted genes varies with the time points and is associated with the mean expression intensities of some other genes. In addition to the advantage of robustness, the proposed method can also accommodate a wide range of objective functions, as long as the estimating equations are appropriately described. For example, the $L_1$-distance objective function can be solved with some modification (involving bootstrap procedures) based on the fundamental method described in this paper.

There are at least several interesting open problems to be explored in this area. It is necessary to take into account the nonstationary component in the mean expression which is typically a function of the time points using the estimating equation approach. As the simulation study illustrated, it may cause both the methods to break down if the mean expression function at a time point is not correctly specified. In addition, a large portion of the missing observations are found in the real-data example. In this paper, we only focused on the genes with no missing observations, which implies a large loss of information. How to handle the missing data in the model is worthwhile investigating, which is not a trivial problem since the outcome variable and the predictors are dependent. Besides, we only studied lap-1 association here. So how to choose the laps that best reflect the association between 2 genes is interesting and can also be considered as a variable selection problem.
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