An Analytical Computation of Temperature Field Evolved in Directed Energy Deposition

This paper presents an analytical computation of temperature field evolved in a directed energy deposition process, using single-bead walls as illustrating examples. Essentially, the temperature field evolution during the deposition of a wall is computed by superposition of the temperature field generated by the laser source depositing the current bead and that induced from each of the past beads (layers). First, the transient solution to a point heat source in a semi-infinite body is applied to describe each individual temperature field. Then, to better describe temperature contribution from a past bead, a pair of virtual heat sources with positive and negative powers is assigned for each past bead to compute the temperature field under cooling. In addition, mirrored heat sources through a reflexion technique are introduced to define adiabatic boundaries of the part and to account for substrate thickness. In the end, three depositions of Ti-6Al-4V walls with different geometries and interlayer dwell times on an Optomec LENS system are used to validate the proposed analytical computation, where predicted temperatures at several locations of the substrate show reasonable agreement with the in situ temperature measurements with prediction error rate ranging from 12% to 27%. Furthermore, temperature distributions predicted by the proposed model are compared to finite element simulations. The proposed analytical computation for temperature field could be potentially used in model-based feedback control for thermal history in the deposition, which could affect microstructure evolution and other properties of the final part. [DOI: 10.1115/1.4040621]
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1 Introduction

Additive manufacturing (AM), also called three-dimensional (3D) printing, refers to a process that builds three-dimensional parts directly from complex computer aided design (CAD) files by depositing material layer by layer. Directed energy deposition (DED) is one type of AM processes, where focused energy (either an electron beam or laser beam) is used to melt material as the material is being deposited. Laser engineering net shaping (LENS) and laser metal deposition-powder (LMD-p) are among the typical DED AM processes. In modeling and simulating thermo-mechanical behavior in a DED process, it often needs to compute the temperature field evolved in the deposition process since thermal history could affect part geometry as well as microstructure, material properties, residual stress, and distortion of the final part [1–3].

There has been a lot of research on developing finite element analysis (FEA) models for the DED process, especially the thermo-mechanical behavior in the deposition process [4–8]. Though traditionally heat loss due to convection was assumed to be negligible and thus not included in many FEA models, a few FEA models were able to capture convection in their DED simulations to further improve the agreement between the model predicted temperature fields and their measurements [8]. In addition, radiation loss could be included using the effective convective coefficient method (see Ref. [9] and references therein for detailed discussions on modeling approaches to account for radiation and convection losses). The above-mentioned FEA models, though providing high-fidelity simulations of the DED process, could be difficult to use for a model-based feedback control design that has become increasingly important for an AM process to improve precision in part geometry, process reliability, and quality of the final part. Existing model-based feedback control algorithms in general rely on lumped-parameter models rather than partial-differential (or partial-difference)-based models as in FEA. Hence, in this paper, we are motivated to develop an analytical computation of temperature field evolved in the deposition of a DED process, based on the solution to a moving point heat source. A thermal circuit network model was developed for the prediction of temperature history and part distortion [10]. Such thermal circuit network model is a part-scale model, whereas in this paper, we consider a moving source model. Essentially, the temperature field during the deposition of a part with multibead (multilayer) is computed by superposition of the temperature field generated by the laser source depositing the current bead and that induced from each of the past beads. Such idea of superposition of temperature fields induced by past beads was applied in estimating melt-pool geometry in our prior work [11], where Rosenthal’s solution for the quasi-steady-state temperature distribution subject to a point heat source was used. In this paper, we extend it to compute the temperature field evolution in the deposition process by adopting a transient solution to a point heat source. In addition, several modifications are made to improve the calculation of the temperature field, which include improved estimation of temperature cooling after depositing a past bead and applying a reflexion technique to account for adiabatic boundary conditions at certain surfaces of the substrate and the build.

First, the temperature contribution from each past bead is computed by assigning a pair of virtual heat sources with opposite laser powers to replace the original physical heat source depositing that bead but following the same speed and direction. The method of using a pair of heat sources with positive and negative powers was initially proposed by Rykaln [12] and Perret et al. [13] to simulate the temperature cooling after a welding process stops. Please be noted that the application of such technique was limited to depositing a single line in a welding process in the
literature. To the best of our knowledge, this paper is the first one to assign a pair of virtual heat sources with positive/negative powers to simulate the temperature contribution from a past bead, i.e., to characterize thermal interaction across beads/layers in depositing a three-dimensional part in a DED process.

Second, we apply a reflection technique to account for the thickness of the substrate as well as to define the adiabatic boundary condition corresponding to the side surfaces of a wall being built. A reflection technique was initially introduced by Rosenthal [14] to extend the solution of a point source on the surface of a semi-infinite plate to a finite plate of certain thickness. When two heat sources run in parallel, the heat flow in between is zero, leading to the adiabatic boundary condition. Then, the temperature distribution corresponding to a finite plate of thickness d can be computed by adding a fictitious moving heat source running in parallel with a distance of 2d from the real heat source, by which the adiabatic boundary condition on the lower side of the plate is achieved. Since the fictitious heat source and the real heat source are symmetric to the plane to be defined as adiabatic, the fictitious heat source is referred to as the mirrored heat source considering the adiabatic plane as the mirror. In addition to accounting for the substrate surface being adiabatic, this paper further extends the reflection technique to introduce mirrored heat sources for the virtual heat-source pairs representing past beads to render the side surfaces of a wall adiabatic. Compared to the existing literature where a mirrored heat sources was defined for a real heat source in depositing a single line, to the best of our knowledge, this paper is the first one to extend the reflection technique to account for adiabatic boundary conditions in depositing a multiple-bead (multilayer) part in a DED process.

To validate the proposed analytical computation of temperature field, three depositions of Ti-6Al-4V walls with different geometries and interlayer dwell times on an Optomec LENS system are used as illustrating examples. Specifically, predicted temperature histories at several locations on the substrate are compared to the in situ temperature measurements through thermocouples. Preliminary results on the experimental validation were submitted to the 2018 Dynamic Systems and Control Conference [15]. In this manuscript, we have added the comparison of the proposed model predicted temperature field with that simulated from the FEA software NETFAB LOCAL SIMULATION by Autodesk.

## 2 Computation of Temperature Field in Deposition of a Single-Bead Wall

In this section, we illustrate the analytical calculation of the temperature field in the deposition process through the deposition of a single-bead wall. Section 2.1 introduces Rosenthal’s solution on the quasi steady-state temperature distribution for a point heat source moving on a semi-infinite plate as well as the transient temperature solution for a moving point source. Section 2.2 describes the process of computing the temperature field of a multibead/layer DED part, where the temperature at a given query point equals to the initial temperature plus the summation of temperature contributions from a set of heat sources including virtual heat sources assigned to all past beads. A single-bead wall is used as the illustrating example in this section. In Sec. 2.3, we improve the calculation of temperature contribution from a past bead by introducing a pair of virtual heat sources with opposite laser power to characterize the cooling effect occurred after the deposition of that past bead is finished. In Sec. 2.4, we further improve the calculation of the temperature field by (i) introducing mirrored heat sources below the substrate to define the bottom surface of the substrate to be adiabatic and (ii) introducing mirrored heat sources next to the front and back sides of the single-bead wall to define the front and back sides of the wall to be adiabatic.

### 2.1 Rosenthal’s Solution

We first introduce Rosenthal’s solution [14]. Consider the coordinate systems defined in Fig. 1, where \((x, y, z)\) denote the fixed coordinate. Assume that a point heat source travels with a constant speed \(v\) along the \(x\)-axis. Let \((x_1, y_1, z_1)\) denote the moving coordinate associated with the traveling laser heat source. Then Rosenthal’s solution for the quasi-steady-state temperature distribution produced by a steady-state point heat source traveling on the surface of a semi-infinite plate is given as follows [14]:

\[
T_{ss}(x, y, z) = T_0 + \frac{q}{2\pi \alpha R} e^{\frac{-R}{\alpha}} (1)
\]

where \(T_{ss}(x, y, z)\) denotes the quasi-steady-state temperature of a point of interest at coordinate \((x, y, z)\), \(T_0\) denotes the initial temperature, \(q\) denotes the net power of the (laser) heat source (for a laser power \(Q\) with laser efficiency \(\eta, q = \eta Q\)), \(k\) denotes the thermal conductivity, and \(a\) denotes the thermal diffusivity. Since the moving heat source is traveling at a speed of \(v\), \(x_1 = vt\). Let \(x, y, z\) denote the coordinate associated with the moving coordinate \((x_1, y_1, z_1)\), then \(\xi = x - x_1\). The parameter \(R\) denotes the distance from the point of interest to the laser heat source, i.e.,

\[
R = \left[\left(\xi^2 + (y - y_1)^2 + (z - z_1)^2\right)\right]^{1/2}
\]

In the process of heat flow in arc welding, the stage before the quasi-stationary state, whose temperature field is given in Eq. (1), is referred to as the heat saturation process (transient state) during which the temperatures in the field, moving together with the heat source, continue to rise [12]. The temperature solution of a transient moving heat source in a semi-infinite body can be written as follows [12]:

\[
T_r(x, y, z; t) - T_0 = (T_r(x, y, z) - T_0) \cdot \Gamma(v, R, t) (2)
\]

where \(t\) denotes the time elapsed, \(T_r(x, y, z)\) denotes the quasi-steady state temperature at the same point given in Eq. (1), and \(\Gamma(v, R, t)\) denotes a transient transform function (or the coefficient of heat saturation), given as follows [13,16]:

\[
\Gamma(v, R, t) = \frac{1}{\pi} \left( A \exp \left( \frac{iR}{\alpha} \right) + B \right) \tag{3}
\]

where \(A = (1 - \text{erf}(vt + R/2\sqrt{\alpha t}))\), and \(B = (1 + \text{erf}(vt - R/2\sqrt{\alpha t}))\), with \(\text{erf}(\cdot)\) denoting the error function. It is straightforward to verify that when \(t = 0\), \(T_r(x, y, z; t) = T_0\), and \(\lim_{t \to \infty} T_r(x, y, z; t) = T_r(x, y, z)\) as the transient transform function approaches to unity in the stationary state.

It should be noted that either the Rosenthal’s solution for the quasi-steady-state temperature in Eq. (1) or the transient form of the temperature solution were derived using the linear heat equation, which was reduced from the original nonlinear heat equations by assuming temperature-independent material properties. For the linear heat equations, the superposition principle holds for the temperature solution and such superposition of temperature fields is applied in the rest of the paper.
2.2 Compute Temperature Field for a Multibead Deposition.
Consider a single-bead thin-wall structure, shown in Fig. 2, as an
illustrative example. In Fig. 2, the fixed coordinate system is
defined, with $Y$-axis omitted since the thin wall can be considered
to be two-dimensional with $y = 0$. Let $j$ denote the layer index, which
starts from $j = 1$ at the bottom layer and increases as the layer
goes up. The deposition direction switches every layer as shown
in Fig. 2. There could be interlayer dwell time at the end of each
layer before depositing the next layer.
As illustrated in Fig. 2, consider a point of interest denoted by
$(x,y,z)$ at an arbitrary time instant $t$. Without loss of generality,
assume that at time $t$, the $j$th layer is under deposition. Let $t_j^0$
$= 0, t_j^1, ..., t_j^j$ denote the time instants when the deposition of the
first, second, ..., and $j$th layer starts. Note that in terms of the laser
speed (assuming $v_j$ for depositing the $j$th layer), the length of the
wall ($L$), and the interlayer dwell time, the time instants $t_j^0, t_j^1, ...
$ can be easily calculated. In addition, it is easy to determine the
layer index $j$ such that $t_j^0 < t < t_j^j$. Then the temperature at the
point of interest is affected by the laser heat source depositing the
jth bead as well as the temperature contribution due to each of the
past $j - 1$ beads (bead $i = 1, ..., j - 1$). Corresponding to each
past bead $i$, we assign a virtual heat source $i$ to replace the original
laser heat source as soon as it finishes depositing bead $i$. This
virtual heat source has the same power as the original laser heat
source and continues to travel with the same speed along the same
direction after the laser heat source ceases to deposit bead $i$. Then
the temperature at the point of interest at time $t$ can be computed
by superposition of the temperature contribution from the laser
heat source depositing the $j$th bead and temperature contributions from
the previous $j - 1$ virtual heat sources (corresponding to $j - 1$ past beads) as follows:

\[
T(x,y,z,t) = T_0 + \Delta T_j^R + \sum_{i=1}^{j-1} \Delta T_i^V
\]

(4)

where $\Delta T_j^R$ denotes the temperature contribution from the real
g laser heat source depositing the $j$th bead and $\Delta T_i^V$ denotes the
temperature contribution from the virtual heat source $i$. Here, we sep-
erate the temperature contributions from the real and virtual heat
sources in Eq. (4) because in Sec. 2.3, the two types of tempera-
ture contributions will be modified in different ways.
Let $(x_j^0,y_j^0,z_j^0)$ denote, at time $t_j^0$, the coordinates of the real heat
source depositing the $j$th layer with laser power $q_j$ and speed $v_j$.
then by Eqs. (1) and (2)

\[
\begin{align*}
\Delta T_j^R(x,y,z,t) &= \frac{q_j}{2\pi k R_j} e^{-\frac{(y-y_j)^2}{4 R_j^2}} \Gamma(y_j, R_j, t - t_j^0) \\
\Gamma&(y_j, R_j, t - t_j^0) = \frac{1}{2} \left[A_j \exp\left(\frac{R_j}{\alpha}\right) + B_j\right]
\end{align*}
\]

(5)

and

\[
A_j = 1 - \text{erf}\left(\frac{v_j (t - t_j^0) + R_j}{2\sqrt{\alpha (t - t_j^0)}}\right), \quad B_j = 1 + \text{erf}\left(\frac{v_j (t - t_j^0) - R_j}{2\sqrt{\alpha (t - t_j^0)}}\right)
\]

with $\zeta_j = x - x_j^R$ if $j$ is odd or $\zeta_j = x_j^R - x$ if $j$ is even, and $R_j = (\zeta_j^2 + (y - y_j)^2 + (z - z_j^R)^2)^{1/2}$.

Similarly, let $(x_i^0,y_i^0,z_i^0)$ denote the coordinates of the virtual heat source $i$ at time $t$ in the fixed coordinate system (it is not dif-
ficult to compute such coordinates), then we have

\[
\Delta T_i^V(x,y,z,t) = \frac{q_i}{2\pi k R_i} e^{-\frac{(y-y_i)^2}{4 R_i^2}} \Gamma(y_i, R_i, t - t_i^0)
\]

(7)

where $\zeta_i = x - x_i^V$ if $i$ is odd or $\zeta_i = x_i^V - x$ if $i$ is even, and $R_i = (\zeta_i^2 + (y - y_i)^2 + (z - z_i^V)^2)^{1/2}$. Note that the determination of the coordinates of the $i$th virtual heat source, $(x_i^V,y_i^V,z_i^V)$, should account for the interlayer dwell time during which the virtual
heat source keeps traveling at the same speed as the original laser
heat source.

2.3 Improve Temperature Calculation Due to Past Beads
by Better Characterizing Cooling Effect. In this section, we
improve the calculation of $\Delta T_i^V$, which denotes the temperature
contribution from each past bead $i$, by better characterizing the
cooling effect after the real laser heat source finishes depositing
bead $i$ and is turned off or moved to a new location. The simu-
lation of the evolution of the temperature after a welding process is
finished was first discussed by Rykalin [12] and later by Perret
et al. [13]. As illustrated by Fig. 3, after the real heat source $i$ with a
constant power $q_i$ and speed $v_i$ is turned off at point B, the pro-
cess of temperature cooling can be simulated by superposing two
processes: the process for a virtual heat source $i$ that represents
the continuation of the original real heat source, and the process for a virtual heat sink starting at point B with equal but negative
power value ($-q_i$). In this paper, we refer such pair of virtual heat
source/sink as positive virtual heat source or sink (denoted by $q_i^+$)
and negative virtual heat source or sink (denoted by $q_i^-$). In this section,
such pair is used to replace each virtual heat source in Fig. 2 used in Sec. 2.2. Please be noted that the pair of virtual heat sources is
located in the same position and move with the same speed and
direction. They are plotted separately, rather than overlapped, in
Fig. 3 for a better illustration.
Let $t_i^0$ denote the deposition time corresponding to point A in
Fig. 3, and let $L$ denote the track length (distance from point A to
point B), then the time when the real heat source $i$ with $q_i$ and

![Fig. 2 Illustration of computation of temperature field for a single-bead wall](image)
speed $v_i$ stops acting at point B is $t_i^0 + L/v_i$, which is the time when the negative heat source (heat sink) $q_i^n$ starts. By Eqs. (1) and (2), for a point of interest $(x, y, z)$, the temperature contribution due to the positive heat source $q_i^p$ can be computed as follows:

$$
\Delta T_i^p(x, y, z, t) = \frac{q_i}{2\pi k_R} e^{-\gamma_i(x,t)} \cdot \Gamma(v_i, R_i, t - t_i^0)
$$

(8)

Note that the positive virtual heat source $q_i^p$ is considered as a continuation of the real heat source, and thus the time elapsed in computing the temperature field due to $q_i^n$ in Eq. (2) is counted from $t_i^0$.

The temperature contribution due to the negative heat source $q_i^n$, which starts at $t_i^0 + L/v_i$, can be computed as follows:

$$
\Delta T_i^n(x, y, z, t) = -\frac{q_i}{2\pi k_R} e^{-\gamma_i(x,t)} \cdot \Gamma(v_i, R_i, t - t_i^0) - \frac{q_i}{2\pi k_R} e^{-\gamma_i(x,t)} \cdot \Gamma(v_i, R_i, t - (t_i^0 + L/v_i))
$$

(9)

To this end, after bead $i$ is finished depositing, the temperature at a point of interest contributed by the pair of positive and negative virtual heat sources $i$ is given as follows:

For $t > t_i^0 + L/v_i$,

$$
\Delta T_i^V(x, y, z, t) = \Delta T_i^p(x, y, z, t) + \Delta T_i^n(x, y, z, t)
$$

$$
= \frac{q_i}{2\pi k_R} e^{-\gamma_i(x,t)} \cdot \Gamma(v_i, R_i, t - t_i^0) - \frac{q_i}{2\pi k_R} e^{-\gamma_i(x,t)} \cdot \Gamma(v_i, R_i, t - (t_i^0 + L/v_i))
$$

(10)

where $\xi_i = x - x_i$ if $i$ is odd or $\xi_i = x_i - x$ if $i$ is even, and $R_i = \left[\xi_i^2 + (y-y_i)^2 + (z-z_i)^2\right]^{1/2}$.

Since $q_i^p$ starts earlier at $t_i^0$ whereas $q_i^n$ starts at $t_i^0 + L/v_i$, when the cooling starts, the temperature field due to $q_i^n$ is more close to the quasi-steady state than the temperature field due to $q_i^p$, which is still in transient state and thus the absolute value of the corresponding temperature in the field continues to grow. Further, the absolute value of the temperature contribution due to $q_i^n$ is lower than that due to $q_i^p$, which leads the summation of the temperature contributions from the pair to be positive but decrease with the increase of the time, mimicking the temperature cooling. After a sufficient long time, the summation of the temperature contributions from the pair will approach zero since the temperatures due to $q_i^n$ and $q_i^p$ will reach to steady-state and they are the same in magnitude but opposite in sign. This corresponds to a complete cooled down where the temperature contribution from a past bead $i$ equals zero.

2.4 Improve Temperature Calculation by Defining Adiabatic Boundaries at Surfaces of Substrate and Part.

Recall that in both the Rosenthal’s quasi-steady state solution (1) and the transient solution (2), the plate on which the point heat source is moving is assumed semi-infinite. In practice, this assumption is not satisfied due to the finite geometry of the build part and the substrate. To simulate adiabatic boundary condition analytically, Rosenthal introduced the reflexion technique in Ref. [14]. As in Fig. 4, a pair of point heat sources is running in parallel with equal distance $d$ from the plane $AB$. Then the heat flow across plane $AB$ is equal to zero (i.e., adiabatic) if these two heat sources share the same power. These two heat sources are referred to as the original heat source and the mirrored heat source, with plane $AB$ acting as a mirror. Consequently, the overall temperature field incorporating the adiabatic boundary condition can be approximated by initial temperature plus summation of temperature contributions from these two heat sources (the real one and its mirrored one), each of which can be calculated by Eq. (2).

In this paper, we define the bottom surface of the substrate underneath the built part, as well as the front and back side surfaces of the built part to be adiabatic. Figure 5 shows the side view of a single-bead wall with one-layer deposited. Corresponding to the real heat source, mirrored real heat sources (where $bt$, $fr$, and $bk$ representing bottom, front and back mirrored heat sources) are defined to render the bottom surface of the substrate as well as the front and back side surfaces of the wall to be adiabatic (see the adiabatic boundaries marked in solid line segments in Fig. 5). For example, the real heat source and the “bt” mirrored heat source are running in parallel along the direction $x$ (perpendicular to the $yz$ plane shown in Fig. 5) with equal distance $x^0 + d$ from the bottom surface of the substrate, where $x^0$ denotes the $x$-coordinate of the real heat source $i$ and $d$ denotes the thickness of the substrate.

When multiple layers are deposited, we extend the reflexion technique to further introduce mirrored heat sources for the virtual heat-source pairs representing past beads/layers to render the (extended) side surfaces of the multilayer wall adiabatic, i.e., following the moving of the pair of virtual heat sources replacing the real heat source in Fig. 5, the extended virtual side surfaces are defined to be adiabatic. In summary, the reflexion technique is
applied to all heat sources, including the real heat source as well as the positive and negative virtual heat sources for all past beads.

In this paper, we omit the convective and radiative heat transfers during a DED process. In addition, we only account for adiabatic boundary conditions on two sets of planes in deposition of a wall: (1) bottom surface of the substrate, and (2) front and back sides of the wall (the ones along the deposition direction), assuming that adiabatic boundary conditions at other surfaces (e.g., the top surface of the substrate, and the two short edges of the wall) would have less dominant (or negligible) effect on the temperature field.

Consequently, $\Delta T^p$ in Eq. (4), originally only accounting for the temperature contribution from the real heat source, are now redefined in terms of contributions from both the real heat source and its mirrored heat sources as follows:

$$
\Delta T^p = \sum_{m=a,br,fr,bk} \Delta T^p_i (m) = \sum_{m=a,br,fr,bk} \frac{q_i}{2\pi \kappa R_i (m)} e^{-\frac{\gamma_i (z_i - a_i)^2}{2}} \cdot \Gamma (v_i, R_i (m), t - \bar{t})
$$

(11)

where $\Delta T^p (o), \Delta T^p (br), \Delta T^p (fr), \Delta T^p (bk)$ denote the temperature contribution from the original real heat source (not mirrored), mirrored heat source in terms of the bottom surface of the substrate, mirrored heat source in terms of the front side of the wall, and mirrored heat source in terms of the back side of the wall, respectively (see Fig. 5). Here, the front- and back-sides of the wall correspond to the wall sides along the $x$ direction. Note that $\zeta_j = x - x_i$ if $j$ is odd or $\zeta_j = x_i - x$ if $j$ is even, and $y^b = 0$ for a single-bead wall, then we have

$$
R_i (o) = \left[ \zeta_j^2 + y^2 + (z - z_i) \right]^{1/2}
$$

(12)

$$
R_i (br) = \left[ \zeta_j^2 + y^2 + (z + 2d + z_i) \right]^{1/2}
$$

(13)

$$
R_i (fr) = \left[ \zeta_j^2 + (y + w)^2 + (z - z_i) \right]^{1/2}
$$

(14)

$$
R_i (bk) = \left[ \zeta_j^2 + (y - w)^2 + (z - z_i) \right]^{1/2}
$$

(15)

where $d$ and $w$ denote the thickness of the substrate and wall width, respectively.

Similarly, $\Delta T^p (q^r_i)$ and $\Delta T^p (q^b_i)$ (which are shorthand notations for $\Delta T^p (x, y, z, t|q^r_i)$ and $\Delta T^p (x, y, z, t|q^b_i)$) in Eqs. (8) and (9) are redefined as follows to incorporate temperature contributions from their mirrored heat sources:

$$
\Delta T^p (q^r_i) = \sum_{m=a,bt,fr,bk} \Delta T^p_i (q^r_i, m) = \sum_{m=a,bt,fr,bk} \frac{q_i}{2\pi \kappa R_i (m)} e^{-\frac{\gamma_i (z_i - a_i)^2}{2}} \cdot \Gamma (v_i, R_i (m), t - \bar{t})
$$

(16)

$$
\Delta T^p (q^b_i) = \sum_{m=a,bt,fr,bk} \Delta T^p_i (q^b_i, m) = \sum_{m=a,bt,fr,bk} \frac{-q_i}{2\pi \kappa R_i (m)} e^{-\frac{\gamma_i (z_i - a_i)^2}{2}} \cdot \Gamma (v_i, R_i (m), t - \bar{t})
$$

(17)

where $\Delta T^p (q^r_i, o), \Delta T^p (q^r_i, br), \Delta T^p (q^r_i, fr), \Delta T^p (q^r_i, bk)$ and $\Delta T^p (q^b_i, o), \Delta T^p (q^b_i, br), \Delta T^p (q^b_i, fr), \Delta T^p (q^b_i, bk)$ denote the temperature contribution from the original positive virtual heat source $i$ (not mirrored), mirrored positive virtual heat source $i$ in terms of the bottom surface of the substrate, mirrored positive virtual heat source $i$ in terms of the front side of the wall, and mirrored positive virtual heat source $i$ in terms of the back side of the wall, respectively. Similarly, $\Delta T^p (q^r_i, o), \Delta T^p (q^r_i, br), \Delta T^p (q^r_i, fr), \Delta T^p (q^r_i, bk)$ and $\Delta T^p (q^b_i, o), \Delta T^p (q^b_i, br), \Delta T^p (q^b_i, fr), \Delta T^p (q^b_i, bk)$ are defined to represent the temperature contributions from the negative virtual heat source $i$ and its mirrored heat sources. The distance from the point of interest to each mirrored heat source $R_i (m)$ can be defined in a similar fashion as in Eqs. (12)–(15), simply replacing the coordinate $(x^R, y^R, z^R)$ with $(0, z_i^R)$ in Eqs. (12)–(15) with the coordinate of the virtual heat source $i (x_i^R, y_i^R, z_i^R)$.

In summarizing the modeling in Sec. 2.2–2.4, the temperature field evolved in a DED process is computed by superposition of temperature contributions from the real heat source depositing the current bead, the positive/negative virtual-heat-source pair representing each of the past beads, and their mirrored heat sources used to satisfy the adiabatic boundary conditions at the bottom surface of the substrate and sides of the wall. A list of the assumptions used in the modeling work in Sec. 2.2–2.4 is summarized as follows:

**Assumption 1.** Assumptions for Rosenthal’s solution to hold [14].

**Assumption 2.** The superposition principle holds for the temperature distributions due to current heat source, virtual heat sources representing past beads, and their mirrored heat sources.

**Assumption 3.** Adiabatic boundary conditions at other surfaces than the substrate’s bottom surface beneath the wall as well as the front- and back-side of the wall would have less dominant (or negligible) effect on the temperature field.

**Assumption 4.** Radiation and convection losses are omitted in the modeling.

3 Validate Model Predicted Temperature Histories Using In Situ Measurements From Thermal-Couples for Single-Bead Walls

Recall that Sec. 2.2 introduces the baseline calculation of the temperate field, Sec. 2.3 improves the temperature calculation by better characterizing the cooling effect after depositing each past bead, and Sec. 2.4 further improves the temperature calculation by adding adiabatic boundary conditions at the substrate bottom surface and at the front- and back-sides of the wall. In the following, we compare the model prediction from each aforementioned step (with increasing complexity) to the temperature measurements, to have a better understanding of the effect of increasing model complexity on the resulting accuracy in temperature prediction. Specifically, we consider the following four models with increasing complexity:

[Insert diagram and equations for model predictions and comparisons]
Model 1 (M1): Baseline model given by Eqs. (4)–(7)
Model 2 (M2): Model 1 + updated cooling effect (replace Eq. (7) by Eq. (10))
Model 3 (M3): Model 2 + adiabatic boundary condition at bottom surface of the substrate
Model 4 (M4): Model 3 + adiabatic boundary conditions at front- and back-sides of the wall

In this section, three Ti-6Al-4V single-bead walls in Ref. [8], which were deposited on an Optomec LENS MR-7 machine, are used to validate the analytical computation of temperature field evolution given by the above four models. Figure 6 shows the images of the three single-bead walls. Wall 1 and wall 3, each of which has 62 layers, were directly deposited on a substrate with the dimension of 76.2 mm × 25.4 mm × 6.4 mm. There was no interlayer dwell time in deposition of wall 1 whereas a 20 s interlayer dwell time was used to deposit wall 3. Wall 2 was built by depositing another 62 layers on top of wall 1 after it was completely cooled down.

To collect in situ temperature measurements during the deposition process, three Omega GG-K-30 type K thermocouples (with response time ~0.003 s) were deployed on the substrate or on the part (see Fig. 10 of Appendix A for the locations of the thermocouples). Specifically,

- TC1 was located at the bottom surface of the substrate, with coordinate \((L/2, 0, -6.4 \text{ mm})\)
- TC2 was deployed on the top surface of the substrate and next to the single-bead wall, with coordinate \((L/2, 6.3 \text{ mm}, 0)\)
- TC3 was welded to the side of wall 1 after it was completely cooled down, with coordinate \((L/2, w/2, 10.5 \text{ mm})\)

Where the above coordinates are given in term of the fixed coordinated system defined in Fig. 2, and \(L\) and \(w\) denote the length and width of the respective wall. Note that in Ref. [8], measurements from TC1 were plotted for wall 1 (see Fig. 8 of Ref. [8]); measurements from TC1 and TC3 were plotted for wall 2 (see Fig. 9 of Ref. [8]); and measurements from TC2 were plotted for wall 3 (see Fig. 10 of Ref. [8]). In this paper, these measurements on temperature history are used for comparison to predictions of the proposed models. More details regarding the experimental setup and thermocouples used in the experiment can be found in Ref. [8].

The goodness of fit for the predicted temperature history compared to the in situ temperature measurements from a thermocouple is characterized using the average prediction error rate \(e\) and the root-mean-square error RMSE defined as follows [8]:

\[
e = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{T_{\text{pred}}(i) - T_{\text{mea}}(i)}{T_{\text{mea}}(i)} \right| \quad (18)
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (T_{\text{pred}}(i) - T_{\text{mea}}(i))^2} \quad (19)
\]

where \(n\) denotes the total number of measurements with respect to time from the start to the end of the deposition. \(T_{\text{pred}}(i)\) (unit: °C)

Fig. 6 Single-bead walls (figure from Ref. [8]): (a) wall 1: 62 layers with no interlayer dwell time, (b) wall 2: another 62 layers built on top of wall 1 with no interlayer dwell time, (c) wall 3: 62 layers with 20 s interlayer dwell time

Fig. 7 Predicted temperature histories by model 1–4 versus in situ temperature measurements: (a) TC1 of wall 1, (b) TC1 and TC3 of wall 2, and (c) TC2 of wall 3
and $T_{\text{model}}(i)$ (unit: °C) denote the model predicted temperature and thermocouple measurement at each time instant $i$, respectively.

Table 1 lists the process parameter values used in the deposition and the measurements of the final parts. Table 2 provides simulation parameters and material property parameters for Ti-6AL-4V, where the ambient temperature $T_0 = 292$ K, the melting temperature $T_m = 1923$ K, and the thermal diffusivity $a = 2.48 \times 10^{-6}$ m$^2$/s are used; further, a constant thermal conductivity ($k = 6.7$ W/m K) is used in the simulation due to the assumption.

### Table 1: Process parameters and geometric measurements of single-bead walls [8]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Wall 1</th>
<th>Wall 2</th>
<th>Wall 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured laser power (W)</td>
<td>410</td>
<td>415</td>
<td>415</td>
</tr>
<tr>
<td>Scanning speed (mm/s)</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
</tr>
<tr>
<td>Interlayer dwell time (s)</td>
<td>0</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>Wall height at midlength of the wall (mm)</td>
<td>11.2</td>
<td>23.2</td>
<td>10.7</td>
</tr>
<tr>
<td>Measured wall length, $L$ (mm)</td>
<td>39.2</td>
<td>39.3</td>
<td>37.2</td>
</tr>
<tr>
<td>Measured wall width, $w$ (mm)</td>
<td>3.0</td>
<td>3.1</td>
<td>2.2</td>
</tr>
</tbody>
</table>

### Table 2: Material properties for Ti-6AL-4V and simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient temperature (K)</td>
<td>$T_0$</td>
<td>292</td>
</tr>
<tr>
<td>Melting temperature (K)</td>
<td>$T_m$</td>
<td>1923</td>
</tr>
<tr>
<td>Thermal conductivity constant (W/m K)</td>
<td>$k$</td>
<td>6.7</td>
</tr>
<tr>
<td>Thermal diffusivity (m$^2$/s)</td>
<td>$a$</td>
<td>$2.48 \times 10^{-6}$</td>
</tr>
<tr>
<td>Laser transmission efficiency</td>
<td>$\eta$</td>
<td>30%</td>
</tr>
</tbody>
</table>
of temperature-independent material properties to allow the superposition of temperature distributions. The laser transmission efficiency $\eta = 30\%$ is used in the simulation. It should be noted that the laser transmission efficiency $\eta = 45\%$ was used in Ref. [8] for FEA simulations compared to measurements; this value of laser transmission efficiency ($\eta = 45\%$) was determined using an inverse simulation method given in Ref. [17]. In this paper, a reduced value for laser transmission efficiency (lower transmission efficiency than $\eta = 45\%$) is used to adjust for heat losses due to convection and radiation, noting that they are not considered in the proposed model. An optimization on $\eta$ can be performed in the future work for a more systematic selection of $\eta$.

Figure 7 shows the comparison between the in situ temperature measurements from the thermocouples (TC1, TC2, and TC3) and the predicted temperature histories by model 1–4 at the respective location of the thermocouples. We can see that the predicted temperature drops after the cooling effect is better modeled by adding the negative virtual heat source, noting that the temperature history curve for model 2 is lower than that for model 1. Further, adding an adiabatic boundary condition in general drives up the temperature, noting that the temperature curve for model 3 is higher than that of model 2, and the temperature curve for model 4 is higher than that of model 3.

For both model predictions and measurements across almost all cases in Fig. 7, there is a visible high frequency oscillation associated with each temperature curve, where each cycle of the oscillation corresponds to the temperature variation within a layer of the wall where the laser travels from one end to the other end to build the layer. Specifically, corresponding to the laser scanning speed of 8.5 mm/s and wall length of 39.2 mm, it takes $\sim 4.6 s$ for laser to travel from one end of the wall to the other end. Due to the laser scan path, the temperature starts high at one end and then cools off when the laser moves to the other end. Such temperature change in the period of $\sim 4.6 s$ leads to the high-frequency oscillation.

The larger temperature oscillations in Figs. 7(b) and 7(c) than in Fig. 7(a) are due to the locations of the thermocouples. Note that TC1 is located at bottom surface of the substrate, whereas TC2 is on the top surface and thus closer to the wall deposition, and TC3 is welded on wall 1 and thus close to the deposition point before laser hits it and assume that the temperature at TC1–TC3 was compared to the measurements from the respective thermocouple. Specifically, FEA with two different convection models were run in Ref. [8]: (1) A free convection model assuming a uniform coefficient of convection on all surfaces equal to 10 W/m$^2$/C and (2) a forced convection model that incorporates convection measurements. Modeling details used in the Netfabb Local Simulation (and its predecessor CUBES) including the activation strategy and boundary condition application method can be found in Ref. [7].

In Ref. [8], FEA analysis using CUBES was performed to compute the temperature history in each of the three single-bead wall depositions discussed in Sec. 3, and the predicted temperature history at TC1–TC3 was compared to the measurements from the respective thermocouple. Specifically, FEA with two different convection models were run in Ref. [8]: (1) A free convection model assuming a uniform coefficient of convection on all surfaces equal to 10 W/m$^2$/C and (2) a forced convection model that incorporates convection measurements. Readers are referred to Figs. 8–10 of Ref. [8] for the comparison among the measurements, temperature history predicted by the FEA with the free convection model, and that by the FEA with the forced convection model. In this paper, we compare our model predicted temperature distributions with the FEA simulation with no convection (since convection is not considered in the proposed models in this paper) and the same laser transmission efficiency ($\eta = 30\%$). Readers are referred to Fig. 5 and Sec. 4 of Ref. [8] for the finite element mesh and other FEA simulation details used for the single-bead wall depositions. Due to the limit of the space, we do not repeat them in this paper.

For the sake of easier illustrating the point-to-point comparison of temperature distribution predicted by the proposed models versus that of the FEA, we consider the initial/start temperature at the deposition point before laser hits it and assume that the temperature at a distance ahead of the moving laser source has yet been heated up by the laser heat source. Such initial/start temperature at the deposition point essentially represents the thermal contributions due to depositions of all past beads, excluding the effect of heating the current bead. We choose such initial/start temperature as a proxy to compare the capability of the proposed models versus FEA in predicting temperature field during the deposition process due to the following reasons: (i) such initial temperature at the deposition point, when following the laser heat source to move from layer to layer, contains both temporal and spatial

$$
\text{Table 3 Simulation time used to compute the temperature history}
$$

<table>
<thead>
<tr>
<th>Wall 1</th>
<th>Wall 2</th>
<th>Wall 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC1</td>
<td>5 s</td>
<td>TC1</td>
</tr>
<tr>
<td>TC2</td>
<td>26 s</td>
<td></td>
</tr>
</tbody>
</table>
information, and (ii) the calculation of such initial temperature due to the past beads follows the same procedures as illustrated in Sec. 2 excluding the temperature term due to heat source depositing the current bead. For example, consider the initial temperature at the deposition point in Fig. 2. In terms of the proposed model 1, the initial temperature at the deposition point is equal to the ambient temperature plus the summation of temperature contributions from the virtual heat sources 1–4. In terms of the proposed model 4, the calculation of temperature contributions from past beads 1–4 is updated by replacing each of the virtual heat sources 1–4 with a pair of positive and negative virtual heat sources and their mirrored heat sources.

Next, we describe how to pick the temperature value from the FEA simulation and use it to compare to the afore-mentioned model 1’s or model 4’s predicted initial temperature at the deposition point. Figure 8 shows a snapshot of the FEA simulation, with the temperature contour given in Fig. 8(a) and the temperature along line A given in Fig. 8(b). When the laser travels from left to right to deposit a bead, the temperature pulse along line A will travel from left to right accordingly. The temperature pulse along line A indicates that the temperature at a point to the right side of the pulse is not much affected by the laser. Let \( r \) denote the laser spot radius, \( r = 1.5 \) mm is used in this study. The circle point in the temperature curve in Fig. 8(b), with a distance \( s = 4r = 6 \) mm ahead of the laser, is one example point whose temperature is picked to represent the initial temperature at the deposition point due to past beads.

Figure 9 shows the comparison of the predicted initial temperature at the deposition point by the proposed model 1 (represented by dashed lines), prediction by model 4 (represented by solid lines), and prediction from the FEA simulation (represented by circles). For the predicted temperatures given by the FEA, temperature of the point with \( s = 4r = 6 \) mm along line A is picked to represent the initial temperature at the deposition point. We have explored using temperature value at a point with a different distance \( s \) to represent the initial temperature at the laser deposition point. In Appendix B, Figs. 11 and 12 show the comparison of initial temperatures predicted by model 1 and model 4, as well as initial temperature profiles generated by the FEA using \( s = 2r = 3 \) mm and \( s = 6r = 9 \) mm, respectively.

For the clarity of the illustration, only a number of example layers are shown in Fig. 9. Figure 9(a) shows the initial temperature at the deposition point along the wall length for representative even layers, where the laser scans from right to left. Figure 9(b) shows the initial temperature at the deposition point at representative odd layers, where the laser scans from left to right. First, we can see that compared to the FEA predictions, the proposed model predictions capture the right trend and shape of the temperature variation following the laser scan direction. For example, when laser moves from the right end of the wall toward left in depositing an even layer of the wall, the initial temperature at the deposition point decreases from right to left since the laser has just heated up the right end during the previous pass. Similarly, when laser moves from the left end of the wall toward right in depositing an odd layer of the wall, the initial temperature at the deposition point decreases from left to right since the laser has just heated up the left end during the previous pass. The curved right ends in model 4’s predictions for even layers, as well as the curved left ends for odd layers are artifacts caused by applying a pair of positive and negative virtual sources simulating the cooling effect, where the transient temperature due to the negative heat source decreases in a much faster rate than that due to the positive heat source near the end of the wall.

Figure 9 also shows that when only a few layers being built (e.g., at the second layer and third layer), predicted temperatures from model 1 are close to the FEA predictions, indicating that Rosenthal’s solution (or superposition of Rosenthal’s solutions of past beads) can be a pretty good prediction on the temperature field. However, as the layer goes up, model 1 starts to underestimate the temperatures compared to the FEA predictions and such underestimation grows significantly with the increase of the layer (model 1’s predictions are ~50% lower than the FEA predictions at the 61st or 62nd layer). By considering the adiabatic boundary conditions, model 4 significantly overpredicts temperatures at the first several layers compared to the FEA predictions (~45% over-prediction at the second or third layer), but the overprediction decreases as the layer goes up, with less than 15% prediction error at wall distance from 5 mm to 30 mm for the 61st layer and at wall distance from 35 mm to 10 mm for the 62nd layer.

5 Discussions

The main objective of this paper is to conduct a proof-of-concept study of a simplified analytical computation of temperature field in a DED process, with the ultimate goal to use such simplified model of temperature field for real-time optimization and feedback control. Noting that the proposed model has an analytical expression, it is more amenable for designing model-based optimization and feedback control than FEA models. We understand that such analytical model is based on many assumptions and simplifications (especially the assumptions to allow the Rosenthal’s solution to hold) and hence try to evaluate how the predictions of the proposed analytical computation are compared to FEA simulations and experimental measurements. In comparison to experimental measurements, the model prediction error rate could vary between 12% and 27%. As far as control systems design, though higher modeling accuracy often leads to better control performance, complexity of the model itself can often affect greatly the easiness and robustness of the implementation of the control system in practice. Very often, reduced-order or linearized models for control system design and implementation in practice as long as the modeling uncertainties can be quantified, with the expectation of applying robust control algorithms to provide robustness with respect to modeling uncertainties. Note that as discussed in Sec. 2, heat losses due to convection and radiation are not accounted in the models in this paper, future work will investigate improving the modeling accuracy by incorporating such heat losses.

Very simple part geometry such as single-bead walls is used in this paper as illustrating examples. In our prior work [11], computation of initial temperature at the deposition point with a steady-state version of model 1 of this paper was applied in the prediction of build height for an L-shaped structure that has a one-bead leg and a three-bead leg as well as for a patch build. This indicates that the proposed modeling work in this paper can be scaled to builds with multiwall beads, though experimental validation for parts with more complex geometries needs to be investigated in the future. In addition, since Rosenthal’s solution is used, the models in this paper are limited to constant laser scanning speed. Future work will also investigate the possibility of generalizing the approach of placing virtual heat sources with different speeds to relax such limitation.

6 Conclusion

In this paper, we present an analytical computation of temperature field in a DED process, by superposition of the temperature field generated by the laser source depositing the current bead and the temperature fields individually induced from each of the past beads. A pair of positive and negative virtual heat sources is assigned to each past bead to characterize the temperature contribution from each past bead, and mirrored heat sources are introduced to account for adiabatic boundary conditions at certain surfaces of the substrate and the part. Three single-bead walls deposited using a LENS machine with Ti-6Al-4V were used to validate the proposed analytical models. The model predicted temperature histories at several locations of the substrate show reasonable agreement with the in situ temperature measurements, with the average prediction error rate ranging from 12% to 27%.

In the end, the temperature distributions predicted by the proposed models are compared to FEA simulations, where the initial
temperature at the deposition point (representing temperature contributions from past beads) is used as a proxy for comparison of temperature field as laser moves from layer to layer. The temperature distributions predicted by the proposed models are able to capture the shape and trend of the FEA predictions, where model 1’s predictions have a better agreement with FEA predictions at lower layers, whereas model 4’s predictions tend to have a better agreement with FEA predictions at higher layers.

Note that the proposed models for computing temperature field have not accounted for heat loss due to convection as considered in Ref. [8], neither accounted for radiation loss, but instead, a reduced value for laser transmission efficiency is used to compensate such model inadequacy. The future modeling work should incorporate heat losses of convection and radiation. Though the analytical computation of temperature field presented in this paper is based on many assumptions, we believe that it provides the initial proof of concept and it could potentially be used for the development of model-based feedback control for thermal history in deposition, which could largely affect microstructural evolution and mechanical properties of the final part.
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Appendix A: In Situ Temperature Measurements by Thermocouples
As described in Ref. [8], in situ temperature was measured at several locations of the substrate using Omega GG-K-30 type K thermocouples. See Fig. 10 for the schematic plot of the locations of the measurements. TC1 was located at the bottom surface of the substrate, and TC2 was located on the top surface near the wall. TC3 was welded to the face of wall 1 before the second wall was built.

Appendix B: Finite Element Analysis Prediction on Initial Temperature at Deposition Point
Figures 11 and 12 show the comparison of initial temperatures predicted by model 1, model 4, and FEA, which uses temperature at \( s = 2r = 3 \text{mm} \) or \( s = 6r = 9 \text{mm} \) ahead of the laser to represent the initial temperature at the laser deposition point. From Fig. 8(b), we can see that the point 3 mm ahead of the laser is inside the temperature pulse generated by the moving laser and thus its temperature is not a good representative of the initial/start temperature at the laser deposition point. As expected, Fig. 11 confirms that by considering the 3 mm offset, the initial temperature profiles predicted by FEA at low layers (e.g., second or third layers) are \( \sim 30\% \) higher than the predicted initial temperatures by model 1. In addition, Fig. 11 shows that by considering the 3 mm offset, the FEA predicted initial temperatures along the wall distance at each example layer, though follow a similar shape as the FEA predicted initial temperature profiles using the 6 mm offset (shown in Fig. 9), demonstrate small ripples affected by the temperature pulse of the moving laser.
In comparison, the point 9 mm ahead of the laser is outside the temperature pulse generated by the moving laser (as shown in Fig. 8(b)) and thus its temperature is much less affected by the moving laser. At each example layer, compared to the FEA predicted initial temperature profiles using $s = 4r = 6$ mm in Fig. 9, the FEA predicted initial temperature profiles using $s = 6r = 9$ mm show a similar shape but with a much smoother curve. In addition, similar as demonstrated in Fig. 9, at low layers (second or third layer), the FEA predicted initial temperatures along the wall distance have good agreement with the predicted initial temperatures by model 1. However, with the increase of the layer, model 1 starts to underestimate the temperatures and such underestimation grows with the increase of the layer. By considering adiabatic boundary conditions, model 4 significantly overpredicts temperatures compared to the FEA predictions at the second or third layer, but such overprediction decreases as the layer goes up, with a much reduced prediction error at the 61st or 62nd layers.
Fig. 12 Initial temperatures along the wall distance predicted by model 1, model 4, and FEA. For FEA, temperature of the point with \( s = 6r = 9 \text{ mm} \) is picked as the initial temperature at the deposition point. (a) Example even layers and (b) example odd layers.
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