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The nonsynonymous to synonymous substitution rate ratio ($\omega = d_N/d_S$) provides a sensitive measure of selective pressure at the amino acid level. An $\omega$ ratio greater than 1 means that nonsynonymous mutations offer fitness advantages and are fixed in the population at a higher rate than synonymous mutations. Positive selection can thus be detected by identifying cases where $\omega$ significantly exceeds 1. Previous studies have most often calculated synonymous ($d_S$) and nonsynonymous ($d_N$) rates by averaging over all codons (amino acids). As many amino acids in a functional protein may be under strong structural and functional constraints, the average $d_N$ is rarely higher than the average $d_S$. As a result, this approach of averaging rates over the entire sequence has little power in detecting positive selection (e.g., Endo, Ikeo, and Gojobori 1996; Sharp 1997; Akashi 1999; Crandall et al. 1999).

Recently Nielsen and Yang (1998) and Yang et al. (2000) extended the model of codon substitution of Goldman and Yang (1994) (see also Muse and Gaut 1994) to account for variable selective pressures among sites in the sequence. A statistical distribution is assumed for $\omega$ ratios among sites. For example, the discrete model (M3) assumes three site classes, which have different $\omega$ ratios. The proportions and $\omega$ ratios for the site classes are estimated from the data by maximum likelihood. In such a model, we assume that there are several heterogeneous site classes but we do not know a priori which class each site is from. We refer to such models as random-sites models. Application of those models to real data sets has led to detection of positive selection in a number of genes, demonstrating the importance of accounting for variable selective pressures among sites (Zanotto et al. 1999; Bishop, Dean, and Mitchell-Olids 2000; Bielawski and Yang 2001; Fares et al. 2001; Ford 2001; Haydon et al. 2001; Peek et al. 2001; Swanson et al. 2001; see Yang and Bielawski 2000 for a review). Consistent with real data analysis, computer simulations also confirmed the power of those methods (Anisimova, Bielawski, and Yang 2001).

Sometimes prior information is available to partition sites into classes, which are expected to have different selective pressures and thus different $\omega$ ratios. In such cases, it is sensible to make use of such information and fit models that assign different $\omega$ ratios for site classes. For example, Hughes and Nei (1988) tested the hypothesis that amino acid residues at the antigen-recognition site (ARS) of the major histocompatibility complex (MHC) identified by Bjorkman et al. (1987a, 1987b) might be under diversifying selection. In this case, residues in the MHC can be partitioned into two classes: those in the ARS region and those outside, and two independent $\omega$ ratios can be used. Another possible use of such models is the combined analysis of multiple protein-coding genes from the same set of species to test for their similarities and differences in the substitution pattern. The models then have similarities to the relative-ratio test developed by Muse and Gaut (1997).

In this paper, we implement models that account for the heterogeneity of different site partitions, and re-
fer to them as the fixed-sites models. We apply the new models to two well-documented genes, the MHC class I gene (Hughes and Nei 1988, 1989; Hughes, Ota, and Nei 1990) and the abalone sperm lysin gene (Lee, Ota, and Vacquier 1995; Yang, Swanson, and Vacquier 2000).

Theory

As outlined by Yang (2001), implementation of the fixed-sites models requires simple modifications to the algorithm of Goldman and Yang (1994), which assumes that all sites in the sequence are under the same selective pressure and have the same \( \omega \) ratio. The basic model of codon substitution specifies the relative substitution rate from codons \( i \) to \( j \) as

\[
q_{ij} = \begin{cases} 
0, & \text{if } i \text{ and } j \text{ differ at more than one position}, \\
\pi_j, & \text{for synonymous transversion}, \\
\kappa \pi_j, & \text{for synonymous transition}, \\
\omega \pi_j, & \text{for nonsynonymous transversion}, \\
\omega \kappa \pi_j, & \text{for nonsynonymous transition}, 
\end{cases}
\]

where \( \kappa \) is the transition/transversion rate ratio and \( \pi_j \) is the equilibrium frequency of codon \( j \), calculated using the empirical nucleotide frequencies observed at the three codon positions, with nine parameters used (Goldman and Yang 1994).

When we apply the model to data of partitioned sites, we use different \( \omega \) ratios, and thus different \( Q \) matrices, for sites from different partitions. Similarly we can allow other parameters to differ between site partitions. These models are structurally similar to models of nucleotide substitution of Yang (1996), which account for different transition/transversion rate ratios, different base frequencies, and different levels of among-site rate variation among prior partitions of sites, for example, the three codon positions. Here we also implement several models to accommodate different levels of site heterogeneity (table 1). The simplest model assumes that all sites in the sequence have the same substitution pattern with identical parameters (model A in table 1). Parameters in the model include the \( b \) branch lengths, the transition/transversion rate ratio \( \kappa \), the nonsynonymous/synonymous rate ratio \( \omega \), and the nine parameters for the codon frequencies, with \( b + 11 \) parameters in total. The most complex model (model F in table 1) assumes that all site partitions have different substitution parameters with independent substitution parameters. This model is equivalent to analyzing data of different partitions as separate data sets and summing up the log-likelihood values. For \( g \) partitions, the model has \( g \times (b + 11) \) parameters. Models B–E lie in between these two extremes, and assume proportional branch lengths among partitions. Branch lengths for partition \( k \) are \( r_k \) times those for the first partition \( (r_1 = 1) \). Thus \( b + (g - 1) \), instead of \( b \times g \), parameters are used to specify all branch lengths for the site partitions. Apart from the different substitution rates, model B (table 1) assumes homogeneity among partitions in the transition/transversion rate ratio \( \kappa \), the nonsynonymous/synonymous rate ratio \( \omega \), and the codon frequencies. Model C assumes proportional branch lengths, identical \( \kappa \) and \( \omega \), but different codon frequencies among partitions. Model D assumes proportional branch lengths, different \( \kappa \) and \( \omega \), and different codon frequencies among partitions. Model E assumes proportional branch lengths, different \( \kappa \) and \( \omega \), but identical codon frequencies among partitions. These models are implemented in the PAML program package (Yang 1997); see table 1 for details.

The likelihood ratio test can be used to compare those models to test interesting hypotheses. For example, comparison between models A and B is a test of the hypothesis that the overall rate of nucleotide substitution is the same among partitions. The \( \chi^2 \) distribution with d.f. \( g - 1 \) can be used. Similarly, comparison of models C and E is a test of the hypothesis that \( \kappa \) and \( \omega \) are identical across partitions. This comparison accounts for possible differences in codon usage among partitions.

Analysis of Class I MHC Alleles and Abalone Sperm Lysin Genes

We analyze two data sets to compare the fixed-sites models implemented in this paper and the random-sites models developed earlier (Nielsen and Yang 1998; Yang et al. 2000). The two data sets represent the most extensively characterized proteins that have been demonstrated to be under positive Darwinian selection: the class I major MHC locus (Hughes and Nei 1988) and the abalone sperm lysin (Lee, Ota, and Vacquier 1995; Yang, Swanson, and Vacquier 2000). Multiple (\( \geq 25 \)) sequences are available for both genes, permitting sensible phylogenetic comparisons, and crystal structures are available for representative proteins. Additionally, for the MHC, structural analyses have predicted sites that

Table 1
Specifications of Models Implemented in This Paper

<table>
<thead>
<tr>
<th>Model</th>
<th>Option G</th>
<th>Mgene</th>
<th>Parameters for Partitions (genes)</th>
<th>Number of Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>No</td>
<td>0</td>
<td>Same rates, ( \kappa ), ( \omega ), and ( \tau )</td>
<td>( b + 2 + 9 )</td>
</tr>
<tr>
<td>B</td>
<td>Yes</td>
<td>0</td>
<td>Different ( \tau ), same ( \kappa ), ( \omega ), and ( \tau )</td>
<td>( b + (g - 1) + 2 + 9 )</td>
</tr>
<tr>
<td>C</td>
<td>Yes</td>
<td>2</td>
<td>Different ( \tau ), same ( \kappa ), ( \omega ), different ( \tau )</td>
<td>( b + (g - 1) + 2 + g \times 9 )</td>
</tr>
<tr>
<td>D</td>
<td>Yes</td>
<td>3</td>
<td>Different ( \tau ) and ( \kappa ), ( \omega ), same ( \tau )</td>
<td>( b + (g - 1) + g \times 2 + 9 )</td>
</tr>
<tr>
<td>E</td>
<td>Yes</td>
<td>4</td>
<td>Different ( \tau ), ( \kappa ), ( \omega ), and ( \tau )</td>
<td>( b + (g - 1) + g \times 2 \times 9 )</td>
</tr>
<tr>
<td>F</td>
<td>Yes</td>
<td>1</td>
<td>Separate analysis</td>
<td>( g \times (b + 2 + 9) )</td>
</tr>
</tbody>
</table>

Note.—The models are specified by the option variable \( G \) in the sequence data file and the variable \( Mgene \) in the control file in the PAML program package (Yang 1997). \( b \): number of branches in the tree; \( g \): number of genes or site partitions.
may be subjected to positive selection. These features allow for the amino acid sites in both proteins to be partitioned a priori, so that the models developed in this paper can be applied.

Class I MHC

The class I MHC glycoprotein recognizes and binds foreign peptides. The apparent selective force acting upon the MHC is to recognize and bind a large number of foreign peptides. Based on the crystal structure, different domains of the MHC have been characterized. The ARS is the cleat that binds foreign antigens (Bjorkman et al. 1987a, 1987b). The identification of the ARS enabled previous researchers to partition the data into ARS and non-ARS sites and to demonstrate positive selection in the ARS (Hughes and Nei 1988, 1989). Without partitioning the data, positive selection was not detected in pairwise comparisons averaging rates over the entire sequence. Therefore, the MHC makes an ideal test case for maximum likelihood analyses of partitioned data. We compiled and aligned 192 alleles of the human class I MHC from the A, B, and C loci. The alignment is available from the authors upon request. Alignment gaps were removed, with 270 codons left in each sequence. We used the maximum likelihood method to estimate pairwise distances under the codon-substitution model (Goldman and Yang 1994), and then used the neighbor-joining method (Saitou and Nei 1987) to construct a tree topology, which is used in later analyses. The tree topology was found to have little effect on the analysis in previous studies (e.g., Yang et al. 2000; Ford 2001), and in this paper we ignore the uncertainty of the tree topology. The tree topology was found to have little effect on the analysis in previous studies (e.g., Yang et al. 2000; Ford 2001), and in this paper we ignore the uncertainty of the tree topology.

First, we applied the random-sites models (Nielsen and Yang 1998; Yang et al. 2000) to the data. The results are presented in table 2. Model M0 assumes one ω ratio for all sites. The log likelihood is $\ell = -8225.16$, with the estimate $\hat{\omega} = 0.612$. This is an average over all sites in the protein and all lineages in the tree, and indicates the dominating role of purifying selection in the evolution of the MHC. Model M1 (neutral) assumes two site classes in the sequence: the conserved sites with $\omega_0 = 0$ and the neutral sites with $\omega_1 = 1$. This model has the same number of parameters as M0 (one-ratio) but fitted the data much better, with a log likelihood $\ell = -7719.46$. Model M2 (selection) adds another site class to M1 (neutral), with a free $\omega$ ratio estimated from the data, thus allowing for the possibility of positive selection. Parameter estimates suggest that about 10% of sites are under positive selection with $\hat{\omega}_2 = 8.1$ (table 2). This model fits the data much better than the neutral model; the test statistic is $2\Delta \ell = 2 \times (-7719.46 - (-7296.69)) = 845.54$, compared with the $\chi^2$ distribution with d.f. = 2. Model M3 (discrete) assumes three site classes with the proportions $(\omega_0, \omega_1, \omega_2)$ and $\omega$ ratios ($\omega_0$, $\omega_1$, $\omega_2$) estimated from the data. The estimates suggest that the majority of sites are under purifying selection with $\hat{\omega}_0 = 0.07$, but about 9% of sites are under strong diversifying selection with $\hat{\omega}_2 = 6.0$. M3 fits the data significantly better than any of the simpler models M0, M1, or M2. Model M7 (beta) assumes a beta distribution of $\omega$ over sites. The beta distribution can take a variety of shapes although it is limited to the interval (0, 1). So it provides a flexible null model for testing positive selection. The estimated distribution $B(0.103, 0.354)$ has an extreme U shape, with most of the sites having $\omega$ close to either 0 or 1. Model M8 (beta & $\omega$) adds an extra site class to M7 (beta) with a free $\omega$ ratio estimated from the data. The estimates suggest that about 10% of sites are under diversifying selection with $\hat{\omega} = 5.1$. The likelihood ratio test comparing M7 (beta) and M8 (beta & $\omega$) has the statistic $2\Delta \ell = 2 \times (-7232.68 - (-7498.97)) = 2 \times 666.29 = 532.58$, much greater than a $\chi^2$ significance value at d.f. = 2. Summing up, the random-sites models demonstrate extreme variability in selective pressure among sites in the MHC and the presence of a number of sites under diversifying selection. Sites inferred to be under positive

### Table 2

*Log-likelihood Values and Parameter Estimates Under Random-sites Models for the Class I MHC Alleles*

<table>
<thead>
<tr>
<th>Model Code</th>
<th>$p$</th>
<th>$\ell$</th>
<th>Estimates of Parameters</th>
<th>Positively Selected Sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0 (one-ratio)</td>
<td>392</td>
<td>-8225.16</td>
<td>$\hat{\omega} = 0.612$</td>
<td>None</td>
</tr>
<tr>
<td>M1 (neutral)</td>
<td>392</td>
<td>-7719.46</td>
<td>$\hat{\rho}_0 = 0.585, \hat{\rho}_1 = 0.415$</td>
<td>Not allowed</td>
</tr>
<tr>
<td>M2 (selection)</td>
<td>394</td>
<td>-7296.69</td>
<td>$\hat{\rho}_1 = 0.566, \hat{\rho}_2 = 0.332, (\hat{\rho}_3 = 0.102), \hat{\omega}_2 = 8.092$</td>
<td>9F 24A 45M 62G 63E 67V 69A 70H 71S 77D 80T 81L 82R 83G 94T 95V 97R 99Y 113Y 114H 116Y 151H 152V 156L 163T 167W</td>
</tr>
<tr>
<td>M3 (discrete)</td>
<td>396</td>
<td>-7226.51</td>
<td>$\hat{\rho}_0 = 0.780, \hat{\rho}_1 = 0.133 (\hat{\rho}_2 = 0.086), \hat{\omega}_0 = 0.069, \hat{\omega}_1 = 1.328, \hat{\omega}_2 = 6.048$</td>
<td>9F 24A 45M 63E 67V 70H 71S 77D 80T 81L 82R 94T 95V 97R 99Y 113Y 114H 116Y 151H 152V 156L 163T 167W</td>
</tr>
<tr>
<td>M7 (beta)</td>
<td>393</td>
<td>-7498.97</td>
<td>$\hat{\beta} = 0.103, \hat{\gamma} = 0.354$</td>
<td>Not allowed</td>
</tr>
<tr>
<td>M8 (beta &amp; $\omega$)</td>
<td>395</td>
<td>-7232.68</td>
<td>$\hat{\beta}_0 = 0.900, (\hat{\beta}_1 = 0.100), \hat{\beta}_2 = 0.168, \hat{\gamma} = 0.710, \hat{\omega} = 5.122$</td>
<td>9F 24A 45M 62G 63E 67V 69A 70H 71S 77D 80T 81L 82R 94T 95V 97R 99Y 113Y 114H 116Y 151H 152V 156L 163T 167W</td>
</tr>
</tbody>
</table>

*Note:* $p$ is the number of parameters including $b = 381$ branch lengths. Estimates of $\kappa$ range from 1.5 to 1.8. Sites inferred to be under positive selection at the 99% level are in bold and those at the 95% level are in italic. Sites listed for M3 are based on the third $\omega_3$ class only. The reference sequence is from the structural file 1AKJ.
The amino acid sequence is from the structure file (Protein Data Bank file 1AKJ chain A; see fig. 2). The first nine categories are collapsed into one category represented by \( \omega < 0.55 \). Each of the first 10 categories has proportion 0.00000, 0.00002, 0.00045, 0.00333, 0.01480, 0.04835, 0.12776, 0.28569, 0.54798, and 5.12163. The first 10 categories are under positive selection by the random-sites model M8 (beta \& \( v \)).

Table 3 lists results obtained under the fixed-sites models. The simplest model (model A in table 3) assumes no site heterogeneity and gives \( \ell_A = -8225.16 \). Allowing for different substitution rates for the two partitions (model B in table 3) gave \( \ell_B = -7790.10 \). This is a dramatic improvement of 435.06 log-likelihood units upon adding a single parameter (\( r_2 \)). The estimate of \( r_2 \) indicates that the substitution rate in the ARS is 6.5 times as high as outside the ARS. Model C further allows for different codon frequencies for the two partitions, by using nine additional parameters for base frequencies at the three codon positions. The log likelihood increased by \( \ell_C - \ell_B = -7767.77 - (-7790.10) = 22.33 \). While statistically significant, this is not a very big improvement. Model D uses different \( \kappa \) and \( \omega \) but the same codon frequencies for the two partitions. It has two more parameters than model B and fits the data much better; the likelihood ratio statistic is \( 2 \Delta \ell = 2(\ell_D - \ell_B) = 2 \times ([-7691.57] - [-7790.10]) = 197.06 \). Variation in \( \kappa \) and \( \omega \) between the partitions is much more important to the fit of the model than variation in the codon frequencies. Model E assumes different \( \kappa \) and \( \omega \) as well as different codon frequencies for the two partitions, and fits the data significantly better than any of the simpler models. Parameter estimates under model E are similar to those under model D. They all suggest that the \( \omega \) ratio is very different in the two partitions. The non-ARS sites are under purifying selection with \( \omega_1 = 0.23 \), whereas the ARS sites are under diversifying selection with \( \omega_2 = 1.9 \). Like the comparison between models B and D, comparison between models C and E leads to rejection of model C, with \( 2 \Delta \ell = 2(\ell_E - \ell_C) = 191.70 \), indicating that \( \kappa \) and \( \omega \) are different between the partitions. Model F is the separate analysis. Despite its use of 381 \times 2 branch lengths for the two partitions, many of which are zero, the model fits the data significantly better than models for combined analyses which assume proportional branch lengths (models B, C, D, and E). For example, the test statistic for comparing models E and F is \( 2 \Delta \ell = 492.34 \), and \( P < 0.0001 \) with d.f. = 380. Nevertheless, estimates of parameters such as \( \kappa \) and \( \omega \) are highly similar to those obtained in the combined analyses. The tree length, i.e., the sum of
branch lengths along the tree, for the first partition (sites outside the ARS) is 1.957 nucleotide substitutions per codon, or $\hat{d}_x = 1.789$ synonymous substitutions per synonymous site and $\hat{d}_y = 0.414$ nonsynonymous substitutions per nonsynonymous site. At the ARS, the tree length is 12.087 nucleotide substitutions per codon, or $\hat{d}_x = 2.317$ and $\hat{d}_y = 4.297$. Therefore, the synonymous rates are similar between the two partitions, and the over sixfold difference in substitution rate between the two partitions is mainly caused by the accelerated nonsynonymous rate at the ARS.

To test whether the $\omega$ ratio at the ARS is significantly different from 1, we recalculated the log-likelihood values in models D, E, and F by fixing $\omega_2 = 1$. If the ARS sites only are analyzed under the one-ratio model (model F; Goldman and Yang 1994), the log-likelihood is $-3857.64$ when $\omega$ is a free parameter and $-3866.58$ when $\omega = 1$ is fixed. Thus the likelihood ratio test statistic is $2\Delta \ell = 2 \times ([-3857.64] - [-3866.58]) = 17.88$, with $P = 2.4 \times 10^{-5}$ at d.f. = 1 (table 4, model F). Models D and E analyze the two partitions as one combined data set. When $\omega_2 = 1$ is fixed in model D, the log likelihood is $\ell = -7702.55$, so the test statistic $2\Delta \ell = 2 \times ([-7702.55] - [-7702.55]) = 21.95$. Under model E, the test statistic $2\Delta \ell = 2 \times ([-7671.92] - [-7681.25]) = 18.66$. All these tests, which make different assumptions about differences between the two site partitions, reject the null hypothesis and suggest that the ratio $\omega_2$ at the ARS is significantly greater than 1 (table 4).

The fixed-sites and random-sites models are not nested and cannot be compared using a simple $\chi^2$ distribution. Nevertheless, the log-likelihood values are comparable between the two classes of models. Note that in a fixed-sites model, the probability of observing data at a site is calculated using the $\omega$ ratio for the partition the site is from. In a random-sites model, the probability is calculated as an average over all site classes (Nielsen and Yang 1998; Yang et al. 2000). Because averaging over unlikely site classes reduces the probability, we expect the fixed-sites models to have much higher likelihood values than the random-sites models. However, results of tables 2 and 3 suggest the opposite, and the fixed-sites models fit the data much more poorly than the random-sites models. For example, the fixed-sites model E in table 3 has 404 parameters and $-\ell_E = -7671.92$, whereas the random-sites model M8 (beta & $\omega$) in table 2 has 395 parameters but a much higher log-likelihood value, $\ell = -7232.68$, with a difference of 439.24.

The poorer performance of the fixed-sites models appears to be mainly caused by inclusion of conserved sites in the list of the 57 ARS sites. We note that structural studies permit the identification of sites potentially involved in antigen binding, but do not expect all of them to be under diversifying selection in the data set examined. The random-sites model M8 (beta & $\omega$) identified 25 sites to be under positive selection (table 2), out of which 22 are in the list of ARS sites. The three sites that are not in the list are 45M, 94T, and 113Y. These sites are located in the ARS domain, although not in the binding cleft, and might also be involved in specificity of binding foreign peptides. Previous studies demonstrated that antibody specificity can be mediated by both variable loops and substitutions on the protein framework that do not have direct contact with the antigen (Foote and Winter 1992). The results here suggest a similar process may be occurring at these sites in the MHC. There are 35 sites in the ARS partition that are not identified to be under positive selection by the random-sites models. Of them, site 73T has posterior probability $P = 0.64$ and posterior mean $\hat{\omega} = 3.6$, and is quite likely to be under positive selection (fig. 1). Sites 64T, 66K, 74H, 75R, 76V, and 171Y all have posterior means $\hat{\omega} > 0.8$ and are possibly under positive selection but not detected by the random-sites models because of lack of information in the data at these sites. Sites 5M, 22F, 26G, 57P, 72Q, 84Y, 146K, 154E, 159Y, 165V, and 169R have posterior probabilities close to zero and pos-

### Table 3
Log-Likelihood Values and Parameter Estimates Under Fixed-Sites Models for the Class 1 MHC Alleles

<table>
<thead>
<tr>
<th>Model Assumed</th>
<th>$\ell$</th>
<th>$\hat{\ell}_2$</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\omega}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (homogeneous model).............</td>
<td>392</td>
<td>-8225.16</td>
<td>1</td>
<td>1.76</td>
</tr>
<tr>
<td>B (different rs)..................</td>
<td>393</td>
<td>-7790.10</td>
<td>6.54</td>
<td>1.73</td>
</tr>
<tr>
<td>C (different ns and p)...........</td>
<td>402</td>
<td>-7767.77</td>
<td>6.34</td>
<td>1.68</td>
</tr>
<tr>
<td>D (different ns, d, and d)........</td>
<td>395</td>
<td>-7691.57</td>
<td>6.35</td>
<td>$\hat{\kappa}_1 = 2.48$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\hat{\kappa}_2 = 1.37$</td>
</tr>
<tr>
<td>E (different rs, d, and d)........</td>
<td>404</td>
<td>-7671.92</td>
<td>6.25</td>
<td>$\hat{\kappa}_1 = 2.54$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\hat{\kappa}_2 = 1.34$</td>
</tr>
<tr>
<td>F (separate analysis)............</td>
<td>784</td>
<td>-7425.75</td>
<td>6.18</td>
<td>$\hat{\kappa}_1 = 2.57$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\hat{\kappa}_2 = 1.33$</td>
</tr>
</tbody>
</table>

Note.—$p$: Number of parameters including $b = 381$ branch lengths. The two partitions are the non-ARS sites and the ARS sites. $\hat{\ell}_2$ is the rate of the second site partition relative to the rate of the first partition ($\hat{\ell}_1 = 1$).

* $P < 0.01$, d.f. = 1.

### Table 4
Likelihood Ratio Test Statistic ($2\Delta \ell$) for Testing the Null Hypothesis that $\omega_2 = 1$ for the ARS Sites in the Class 1 MHC

<table>
<thead>
<tr>
<th>Model Assumed</th>
<th>$2\Delta \ell$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D: proportional branch lengths, same p</td>
<td>21.95*</td>
</tr>
<tr>
<td>E: proportional branch lengths, different p</td>
<td>11.20*</td>
</tr>
<tr>
<td>F: using ARS sites alone</td>
<td>17.88*</td>
</tr>
</tbody>
</table>
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terior mean $\omega < 0.1$ (fig. 1). These sites are most likely to be under strong purifying selection. Indeed, sites 57P, 72Q, 154E, 165V, and 169R point away from the antigen binding cleft and were predicted not to be involved in direct antigen binding in the original MHC structural analysis (Bjorkman et al. 1987b).

Overall, these comparisons demonstrate the consistency of the fixed-sites and random-sites models and, in particular, the utility of the random-sites models even when structural information is available. They also highlight the power of predicting binding sites by incorporating both structural and evolutionary information.

It is also interesting to compare the results of table 2 (see also fig. 2) with those of Swanson et al. (2001), who applied the random-sites models to a dataset of only six MHC alleles. The smaller data set included the signal sequence and additional C-terminal sequence, which were removed in this paper because these regions were not sequenced in all 192 alleles analyzed. Under the numbering system of this paper, this analysis identified 12 sites at the 50% level: 45M, 62G, 63E, 66K, 67V, 70H, 71S, 97R, 114H, 116Y, 151H, and 156L. All but one site (site 66K) are in the list of this paper (table 2). It is remarkable that all sites identified in both studies are clustered in the ARS domain. At the 95% level, only two sites (114H and 156L) were identified in the small data set, compared with 25 sites in this paper. This comparison demonstrates the dramatic improvement in the power of the method with the increase of the number of sequences used, consistent with the simulation study of Anisimova, Bielawski, and Yang (2001). We suggest that more sites might be under positive selection in the MHC than identified in this paper.

Abalone Sperm Lysin

Abalones are large marine gastropod mollusks that exhibit external fertilization, with sperm and eggs released directly into seawater where fertilization occurs. Despite many of the species having overlapping breeding seasons and habitats, the species remain distinct. One barrier to cross-species fertilization is the species-specific interaction of sperm and eggs, which can be quantitatively demonstrated in the laboratory (e.g., Lyon and Vacquier 1999). The molecules involved in the species-specific interaction have been characterized extensively (reviewed in Vacquier et al. 1999). Abalone sperm lysin is a 16-kDa protein localized in the sperm acrosome granule. Upon exocytosis, lysin dissolves a hole in the egg vitelline envelope (VE) in a nonenzymatic and species-specific manner. Lysin binds to and unravels the fibrous VE by disrupting hydrogen bonds and hydrophobic interactions of its receptor VERL (Swanson and Vacquier 1997, 1998). The crystal structures of the red (Haliotis rufescens) and green (H. fulgens) abalone have been determined (Shaw et al. 1995; Kresge, Vacquier, and Stout 2000a, 2000b). The sperm lysin genes of 25 abalone species were sequenced and analyzed by Lee, Ota, and Vacquier (1995), and strong diversifying selection was demonstrated at a number of amino acid sites in lysin, particularly in closely related sympatric species (Yang, Swanson, and Vacquier 2000). The sequence data used in this paper are the same as those analyzed by Lee, Ota, and Vacquier (1995) and Yang et al. (2000), except that an alignment gap between residues 133 and 134 in the original alignment is deleted in this paper, so that 134 codons are in each sequence. We use the phylogeny estimated by Lee, Ota, and Vacquier (1995).

Extensive analysis of the data under random-sites models was performed by Yang et al. (2000). In this paper, we present results obtained under models M7 (beta) and M8 (beta & $\omega$) only (table 5). Parameter estimates are essentially identical to those in Yang et al. (2000), but the log-likelihood values are quite different, because of the removed site. Estimates under model M8 (beta & $\omega$) suggest that many sites are highly conserved, but as many as 27% of sites are under diversifying selection with $\omega > 3.0$. The likelihood ratio test comparing these two models suggests that the difference is statistically significant; the test statistic is $2\Delta \ell = 2(\ell_1 - \ell_0) = 2 \times ([-4410.57] - [-4472.16]) = 123.18$, compared with the $\chi^2$ distribution with d.f. = 2. Sites inferred to be under positive selection are listed in table 5. The lysin structure of the red abalone (H. rufescens), with sites identified to be under positive selection mapped onto it, was presented in Yang, Swanson, and Vacquier (2000).

As lysin is a surface-active molecule, we hypothesize that solvent-exposed residues in lysin might be subjected to positive selection, whereas the buried residues would be conserved in order to maintain the protein structure. To test this hypothesis, we partitioned the 134 sites in lysin into two classes, the buried sites and the solvent-exposed sites. Solvent accessibility is calculated from the red abalone lysin structure (LIIS in Protein Data Bank) using the program GETAREA (http://www.scsb.utmb.edu/cgi-bin/getareaform.tcl; Fraczkiewicz and Braun 1998). The first partition includes the following 46 bur-
The rate at the solvent-exposed sites is 2.8 times as high as at the buried sites (\( r_1 = 1.58 \) and \( r_2 = 1 \)).

Table 6
Log-likelihood Values and Parameter Estimates for the Abalone Sperm Lysin Gene
Under the Fixed-sites Models

<table>
<thead>
<tr>
<th>Model</th>
<th>( \rho )</th>
<th>( \ell )</th>
<th>( \hat{\kappa}_1 )</th>
<th>( \hat{\omega}_1 )</th>
<th>( \hat{\omega}_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (homogeneous)</td>
<td>58</td>
<td>-4,627.03</td>
<td>1</td>
<td>1.58</td>
<td>0.955</td>
</tr>
<tr>
<td>B (different rates)</td>
<td>59</td>
<td>-4,549.99</td>
<td>2.76</td>
<td>1.55</td>
<td>0.947</td>
</tr>
<tr>
<td>C (different rates and transition/transversion)</td>
<td>68</td>
<td>-4,490.07</td>
<td>2.61</td>
<td>1.60</td>
<td>0.997</td>
</tr>
<tr>
<td>D (different rates, ( \kappa ) and ( \omega ))</td>
<td>61</td>
<td>-4,532.12</td>
<td>2.69</td>
<td>( \hat{\kappa}_1 = 1.73 )</td>
<td>( \hat{\omega}_1 = 0.393 )</td>
</tr>
<tr>
<td>E (different rates, ( \kappa ) and ( \omega ), and transition/transversion)</td>
<td>70</td>
<td>-4,473.88</td>
<td>2.54</td>
<td>( \hat{\kappa}_1 = 1.93 )</td>
<td>( \hat{\omega}_1 = 0.452 )</td>
</tr>
<tr>
<td>F (separate analysis)</td>
<td>116</td>
<td>-4,454.85</td>
<td>2.52</td>
<td>( \hat{\kappa}_1 = 1.96 )</td>
<td>( \hat{\omega}_1 = 0.452 ), ( \hat{\omega}_2 = 1.268 )</td>
</tr>
</tbody>
</table>

Note: \( \rho \) is the number of parameters including \( b = 47 \) branch lengths in the tree. The two partitions are for the buried and solvent-exposed sites. \( r_1 \) is the rate of the second site partition relative to the rate of the first partition (\( r_1 = 1 \)).

This pattern might be the result of different amino acid compositions at the buried and exposed sites. Model E allows different \( \kappa \) and \( \omega \) as well as different codon frequencies between partitions, and fits the data better than any of the simpler models. The model gave similar estimates of parameters as model D (table 6). Model F is equivalent to separate analysis of the two partitions. It is not significantly better than model E; the statistic is \( 2 \Delta \ell = 38.06 \), and \( P = 0.79 \), with d.f. = 46. So it is acceptable to use \( 47 \) instead of \( 47 \times 2 \) parameters for branch lengths in the two partitions. Parameter estimates under model F are similar to those obtained in the combined analyses (models B–E). The tree length for the buried sites is 3.96 nucleotide substitutions per codon, or \( \hat{d}_S = 2.20 \) synonymous substitutions per synonymous site and \( \hat{d}_N = 0.99 \) nonsynonymous substitutions per nonsynonymous site. The tree length for the solvent-exposed sites is 9.98, or \( \hat{d}_S = 2.76 \) and \( \hat{d}_N = 3.50 \). Thus the 2.5 times rate difference between the two partitions is mainly caused by the accelerated nonsynonymous rate at the exposed sites.

To test whether the \( \omega \) ratio at the solvent-exposed sites is significantly greater than 1, we recalculated the log-likelihood values in models D, E, and F by fixing \( \omega_1 = 1 \). In an analysis of the exposed sites only (model F), the log likelihood is \(-3517.01\) when \( \omega_1 = 1 \) as a free parameter and \(-3519.62\) when \( \omega_1 = 1 \) is fixed. Thus the likelihood ratio statistic for testing the null hypothesis \( \omega_2 = 1 \) is \( 2 \Delta \ell = 5.23 \), with \( P = 0.022 \) at d.f. = 1 (table 7). Models D and E analyze the two partitions as one combined data set and have the test statistics to be 4.53 and 5.57, respectively (table 7). So, whatever our assumptions about possible differences between the two partitions, we reject the hypothesis \( \omega_2 = 1 \) at 1% \(< P < 5\% \), and conclude that the solvent-exposed sites in lysin are under diversifying selection with \( \omega_2 > 1 \) (table 7).

All sites predicted by the random-sites models to be under positive selection are located on the surface of lysin and, therefore, included in the solvent exposed class. Similar to the analysis of the MHC data set, the fixed-sites models fit the data more poorly than the random-sites models, judged by their log-likelihood values. The main reason for this difference appears to be that...
some exposed sites are under purifying rather than positive selection.

Discussions
Comparison of Fixed-Sites and Random-Sites Models

The analyses of both the MHC and the lysin data sets demonstrate the utility of the new fixed-sites models implemented in this paper. In both genes, the \( \omega \) ratio averaged over all sites in the sequence is less than 1. However, positive selection is detected when structural information is used to identify sites that might be expected to be under positive selection, and an independent \( \omega \) ratio is assigned to the partition of such sites in the likelihood model. Perhaps more remarkable is the power of the random-sites models, which do not use structural information to partition sites. In both genes, the random-sites models provided even better fit to the data than the fixed-sites models, indicated by their higher log-likelihood values. This discrepancy appears to be caused by the inclusion of conserved sites in the site partition expected to be under positive selection used in the fixed-sites models, so that there is still substantial variation in selective pressure among sites within the same partition. In terms of statistical significance for detecting positive selection, we suspect that the fixed-sites models will seldom be more powerful than the random-sites models. To obtain significant results about positive selection by the fixed-sites models, it will be necessary to have reliable information to partition sites and a number of sites in the partition under fairly strong positive selection. In such cases, the random-sites models are unlikely to fail.

We note that in the MHC data set, 22 of the 25 sites identified by the random-sites models to be under positive selection are in the list of sites in the ARS, whereas the other three sites are in the ARS domain. In the lysin data set, all sites identified by the random-sites models are in the partition of exposed sites. Such consistency between the two classes of models validates the biological hypothesis used to partition sites a priori and also the reliability of the random-sites models. We suggest that the random-sites models are useful whether or not prior information is available to partition sites in the sequence. However, it should be emphasized that identification of sites under positive selection using the Bayes theorem requires simultaneous inferences at all sites in the sequence. Whereas the accuracy at one site might be high as indicated by the posterior probability, it is very unlikely for all sites to be identified correctly. Furthermore, the empirical Bayes procedure we used does not account for the sampling errors in parameter estimates, and the posterior probability calculations might be sensitive to parameters in the \( \omega \) distribution (Yang and Bielawski 2000). Those problems may be serious when the analyzed data set is small and contains only a few highly similar sequences, with little information to estimate parameters in the \( \omega \) distribution. Thus we suggest that caution be exercised and the inferred sites be considered hypotheses to be verified by experimental investigation.

Analysis of Data from Multiple Genes

We envisage that one major use of the fixed-sites models is to test for similarities and differences in the evolutionary process among different genes. When sequences from multiple protein-coding genes are available for the same set of species, they can be analyzed as a combined data set, with their differences in the substitution pattern accounted for. Interesting hypotheses concerning differences among genes in the selective pressure indicated by the \( \omega \) ratio can then be tested. In this regard, some variations to the models we implemented here might be more interesting. For example, one such model might have a homogeneous synonymous substitution rate and variable nonsynonymous rates among genes. Another model might assume proportional branch lengths at the synonymous site and freely variable branch lengths at the nonsynonymous site among the genes. It might also be worthwhile to decouple \( \kappa \) and \( \omega \). In this paper, these two parameters are either both homogeneous or both different among genes. Analyses of this paper did not assume a molecular clock, so that the overall rate varies among branches. Models that enforce the molecular clock at the synonymous site but do not enforce the clock at the nonsynonymous site might be interesting. We note that some similar models have been developed by Muse and Gaut (1997) in their pioneering work, and further implementation of such likelihood models is straightforward.
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