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This research examines how cognitive bias manifests in the design activities of graduate
student design teams, with a particular focus on how to uncover evidence of these biases
through survey-based data collection. After identifying bias in design teams, this work dis-
cusses those biases with consideration for the intent of error management, through the lens
of adaptive rationality. Data were collected in one graduate-level design course across nine
design teams over the course of a semester-long project. Results are shown for five different
types of bias: bandwagon, availability, status quo, ownership, and hindsight biases. The
conclusions drawn are based on trends and statistical correlations from survey data, as
well as course deliverables. This work serves as a starting point for highlighting the
most common forms of bias in design teams, with the goal of developing ways in which
to mitigate those biases in future work. [DOI: 10.1115/1.4055899]
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1 Introduction and Background
Adaptive rationality states that cognitive biases stem from evolu-

tionary survival strategies, which can be broken down into three
(not mutually exclusive) categories: heuristics, error management,
or experimental artifacts [1,2]. Heuristics are rules of thumb used
by designers to reach satisfactory solutions. Identification of heuris-
tics in design has been studied in detail by the authors [3,4]. This
work focuses on identifying error management bias effects in
design, defined by Haselton as found when one plans toward the
least costly error [1]. For example, this may occur when one
prefers to encounter a false positive over a false negative (or
more simply stated as a false alarm over a miss). Examples of
these biases and their hypothetical influence in design are shown
in Table 1.
When considering error management biases, be they optimistic or

paranoid depending on the context, it is important to consider the
evolutionary context to which they relate in order to hypothesize.
In design practice, error management may relate to things like self-
preservation of one’s livelihood or conservation of resources. It is
also key to eliminate or minimize experiment artifacts, which are
biases that result from an experimental design that compares
human behavior to a “rational” or “optimal” choice that is not
appropriate for the context or uses a problem that is inappropriate
within an evolutionary context [1,2]. The key to reducing experi-
mental artifacts is not necessarily changing the problem, but
rather considering human decision-making in the context of evolu-
tionary survival, and relating the problem or context being exam-
ined to a more evolutionarily relevant situation. In many cases,
apparently biased decisions become logical choices with this new
lens. Experimental artifacts are considered in this work as a
caution in experimental design and results interpretation, rather
than a crucial component of the taxonomy of biases.
When approaching the study of cognitive biases in design, it is

important not only to recognize when, where, and how these

biases manifest but also the potential impact of the biases on the
design outcomes—which may not necessarily be negative. While
cognitive bias has been studied and documented thoroughly in the
field of psychology and cognitive science, there is a benefit to exten-
sion with engineering designers. First, engineering designers are a
specific population that has been shown to differ from the general
population, which may cause cognitive biases to manifest differ-
ently. For example, Williams et al. show that cognitive changes
occur in students after design education experiences, including a
change in the focus of their design processes toward functionality
[18]. In their training, engineering designers develop significantly
improved spatial and visualization skills compared to the general
public [19]. In addition, many cognitive differences between
expert and novice designers have been found, which merit studies
comparing the role of cognitive biases in these distinct populations
[20]. Stanovich and West show that cognitive ability correlates with
a tendency to avoid some cognitive biases [21], which may have
implications for engineering designers, a more highly trained
subset of the general population. Thus, this work is not a replication
of prior work, but an expansion on the existing literature. Lastly, as
discussed earlier in the experimental artifacts section, many studies
have been performed in unnatural environments or using inappro-
priate norms of comparison. By studying engineering designers
during the design process in situ, we can observe subjects in their
natural working environment and make sure to consider their cog-
nition and decision-making in the context of adaptive rationality
[1]. By studying cognitive bias specifically within engineering
design, the findings will be directly relevant and meaningful to
design theory and practice—a valuable contribution to the state of
knowledge in the field of design.
Cognitive bias in design has been examined by a few researchers,

but there is still plenty of unexplored territories. Some researchers
have already investigated the evidence for confirmation bias in
designers and approaches for debiasing [12,22–24]. Viswanathan
and Linsey [25] studied the link between fixation and the sunk
cost effect, uncovering that sunk cost bias could be a major driver
or cause of fixation during early stage design. They showed that
physical prototyping that requires more time and energy investment
led to lower novelty and variety of ideas, and more fixation [25].
Zheng et al. found that concept selection was significantly impacted
by the expectations that design students had for their concepts, indi-
cating evidence of cognitive bias in early stage design decision-
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making [26]. Hindsight bias has been studied in relation to trust in
automation, as well as foresight in complex systems and organiza-
tions [27,28].
In engineering design decision-making, Vermillion et al. docu-

mented framing bias, showing that subjects were more likely to
select the less risky option in positively framed scenarios but
were risk neutral in negatively framed scenarios [29]. Toh et al.
examined ownership bias and its relationship to gender, finding
that male designers tended to exhibit ownership bias in concept
selection, while women designers tended to exhibit the opposite
bias (the halo effect) by selecting more ideas that were not their
own [30]. Ownership bias has been studied from the perspective
of design professionals, as well as crowd-based decision-making.
[31,32]. Austin-Breneman et al. studied biased information
passing among designers during negotiation in aerospace complex
systems design processes. They found that subsystem designers
would report conservative parameters or estimates with built-in
margins to allow themselves room for design freedom when nego-
tiating the design specifications with other subsystems [33]. Several
biases have been shown in software engineering and design, includ-
ing applications toward CAD systems and the internet of things
(IoT) [16,34–37].
The prior work presented above confirms that biases do exist in

the design. The work presented in this paper hopes to bring a
better understanding as to why these biases are so prevalent. If
biases are being implemented from an adaptive rationality perspec-
tive, it can lead to a new understanding of the value of the bias to the
designer themselves. It can better highlight if the bias is beneficial
or a detriment to their process, and ultimately how to best address
it. Therefore, the hope of this study is to provide a more thorough
context to the biases of decision-making that are studied in design
team settings.

2 Materials and Methods
The 36 participants of this study were all students in a graduate-

level engineering design course. The class consisted of 40 students
broken into ten design teams, four students per team. Only one team
in the course did not fully consent to participate in this study, and
they were excluded from all results and analyses. Participants con-
sented to give the researchers access to all individual and team
course deliverables.
This course met twice a week, 75 min per meeting, in the Spring

2020 semester of the institution. The team project was 50% toward
each participant’s grades for the course, and extra credit was pro-
vided to participants who allowed their project work to be included
in this research study. This was a 16-week course, where the first

project assignment was due in week six and continued for the
remaining ten weeks. During week ten of the semester, it was
announced that classes would be moved online for the remainder
of the semester due to COVID-19. This announcement came after
customer needs had been obtained by the students, but before
concept ideation and selection were submitted. This means that
the selection, feedback, and iteration processes were submitted
after courses were made fully remote. The syllabus for the course
had five main learning objectives, summarized below:

• Describe design methods, tools, and terminology.
• Analyze and evaluate when and why particular design

methods are or are not appropriate.
• Apply multiple design methods and tools in individual and

team settings.
• Participate in team design activities.
• Communicate design process choices and outcomes in written

and oral formats.

A demographic survey showed that the participants consisted of
23 men and 13 women. The majority also classified themselves as
White (20) or Asian (13). The 35 of the 36 participants were
between the ages of 21 and 26, with one being older than 27.
There were eight participants in a Ph.D. program, 23 in a
Master’s program, and five senior-level undergraduate students.
There were 30 participants in mechanical engineering, with eight
participants adding additional disciplines, such as robotics, com-
puter science, aerospace, biology, and chemistry-related fields.
The remaining six participants were from aerospace, chemical, or
electrical engineering programs and were not enrolled as mechani-
cal engineering students.
The approach to the methodology for this study was to gather as

much data within the designers’ natural working environment as
possible. This was done by combining data from real project deli-
verables with reflection surveys that were integrated into the
course. There were five main surveys given to students. The
surveys were distributed after teams completed five critical out-
comes across the semester: project selection, customer needs and
target specifications, concept selection, design refinement, and the
final design report. The course deliverables accessed by the
researchers associated with each critical outcome can be found in
Table 2, and a timeline of the deliverables by course week can be
shown in Fig. 1. In Fig. 1, a dotted line separates the weeks
where courses were taught in person and courses were moved
remotely due to the pandemic. The final design report contained
an economic analysis, which was not a standalone course deliver-
able before the final report.
The surveys were a mix of Likert scale response questions, mul-

tiple choice, and open-ended text-entry questions. There were

Table 1 Examples of hypothetical cognitive biases in design

Cognitive bias Description Hypothetical manifestation in design process

Ownership bias
[5–7]

Tendency to attribute increased value to an owned entity • Bias toward concepts developed by oneself, when compared against
those developed by others, leading to pursuit of concepts that may not
ultimately be the best or may not surpass those already available to end
users

Status quo bias
[8–10]

Tendency to select a default option when one is present • Bias to maintain status quo solution or similar, influencing
benchmarking and ideation

• Bias toward initially generated concepts, and against iteration or further
development of initial concept

Availability bias
[11,12]

Making judgments based on the most available
information in memory

• Misinformed perceptions of a market or problem space based on
immediate association with that market

• Misinformed design decisions based on the most available user testing
population

Bandwagon effect
[13–16]

Tendency to support a decision without proof of its
value

• Bias toward falling in line with the most popular design decisions rather
than vocalizing opposition in a team setting

Hindsight bias
[11,12,17]

A belief that the outcome of an event was predictable or
more likely, only after having knowledge of the outcome

• Bias toward a belief that unforeseen circumstances, such as negative user
feedback or a missed latent customer need, should have been easily
avoided
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similar questions that occurred across all five surveys, briefly listed
below. The purpose of these questions was to have some consis-
tency across the project for comparison across phases.
Role in decision-making: Participants provided Likert scale

responses to how they felt about the decision-making process
during the design phase/tasks. This includes whether they advo-
cated for their ideas/beliefs, felt satisfied with the decisions made,
felt heard when voicing opinions, and felt invested in the decision-
making process.
Effort: Participants documented the amount of effort (in hours) for

the most recent design task. They selected from a list the number of
hours of individual work, as well as hours spent working as a team.
Lastly, they stated how heavily invested they felt in the specific
design processes that occurred throughout the project.
Perception of the market: Participants provided Likert scale

responses to how they felt about the market after major design
tasks were completed. This includes the market size as well as
how likely they are to view themselves as part of the market.
Design methods and personal duties: Participants chose from a

list or wrote in the methods used to achieve their design tasks, as
well as any duties they were assigned individually during that time.
Aside from common survey questions, there were other questions

tailored specifically to the most recent course deliverables for the
project. These unique survey questions are described below, and
their contributions toward identifying biases will be discussed in
the results section for each corresponding bias.
Survey 1: In addition to the similar survey questions listed above,

participants were asked to list what they believed to be their top
three ideas for the individual project topic ideation assignment, in
ranked order from best idea to third best idea. For each idea, partic-
ipants provided information, such as the amount of research per-
formed and how they developed the idea (personal experience,
identifying current solutions, etc.). Survey 1 also presented ques-
tions that had participants prepare initial predictions for which
five customer needs would be relevant before the customer needs
assessment. Similar text-entry questions were asked for a descrip-
tion of their first idea of what the solution would look like, as
well as if they were aware of any current solutions on the market.

Survey 2: Survey 2 included unique questions concerning how
many stakeholders were interacted with individually and as a
team. Likert scale statements asked how students felt about the
stakeholders and how the customer needs assessment impacted
their view of the project. Similar to survey 1, participants ranked
the three customer needs they believed to be most important to
the project. For each of the top three needs, Likert scale statements
asked participants questions, such as whether they were the person
who identified this customer need, if they felt the need would be
easy to ideate for, and whether they had the time and resources to
meet the customer need. A similar ranking and description
process was performed for their personally ranked top three target
specifications.
Survey 3: For survey 3, participants were asked how they felt

about the individual and team ideas generated. This included state-
ments such as how involved the team was in the process, the quality
of ideas, and the difficulty they encountered in generating ideas.
Like survey 1, students were asked to write out what they believed
to be the best three ideas of all the ideas generated, in ranked order
from best idea to third best idea. They were asked various aspects
for each idea, such as if they contributed to the idea, whether it
matched their vision of the solution from the beginning of the seme-
ster, and how other team members felt about the idea. They were
asked to choose their preferred idea based on the same factors pre-
sented to them in survey 1. They were also asked for their opinion
on the final concept with which the team chose to move forward.
Survey 3 ended with Likert scale statements asking participants
how they felt about moving into user the feedback phase, followed
by an open-ended description of any assumptions of shortcuts stu-
dents believed their teams would need to take to receive virtual
feedback. These questions were implemented specifically due to
the semester being moved to fully on-line courses before the user
feedback process due to the pandemic.
Survey 4: Survey 4 asked participants for their thoughts about the

end users chosen for gathering user feedback, including whether
they were the most available people or the best depiction of their
market. They also provided opinions on the process used to
gather feedback, such as the method for communicating the
design and the severity of refinements needed based on feedback.
Lastly, participants listed what they believed to be the three most
important design decisions made, ranked most important to third
most important. These should be specific decisions concerning
whether to modify or not modify aspects of the design, and how
the design was modified, based on the user feedback received.
For each decision, they provided Likert scale agreement with state-
ments such as if they agreed with the decisions, if it included design
refinements, if they recommended the decisions, and if they were
justifiable decisions.
Survey 5: Survey 5 asked participants to describe how they felt

about the economic analysis performed by the team, as well as
the final design. They were also asked a series of statements regard-
ing what they would have done differently, such as being more

Table 2 Course deliverables relative to the surveys distributed
to students

Survey Corresponding course deliverables accessed

Survey 1 Individual project topic ideation team project proposal

Survey 2 Customer needs identified with ranking target specifications

Survey 3 Individual concept ideation group concept ideation
concept selection and selection process

Survey 4 Design concept feedback design iteration

Survey 5 Final team project report

Fig. 1 Timeline of course deliverables and surveys relative to course week
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vocal or spending more time on ideation. These statements were
paired with Likert scale responses. Then, participants were asked
to describe one major decision about the design or design process
that they would change if they could do the project over again,
and if they were influential in making this decision. Similar
prompts asked participants to describe one major decision that
they believed was critical to the design success, as well as any
issues they encountered and if they should have seen these issues
coming beforehand. Survey 5 ended with demographic questions.
In addition to basic demographic questions, participants were
asked to respond to a set of statements, listed below, as honestly
as possible.

• I am comfortable sketching my ideas.
• I am a creative person.
• If I have spent more time on an idea or project, I am more

reluctant to abandon it.
• If I am the owner of an idea, I am more inclined to want to

pursue that idea on a design team.
• If I have a hypothesis, I hope it will be confirmed by the data I

collect.
• Usually, the solution that exists to a design problem (the status

quo) is a good one.
• When I write interview or survey questions for user feedback, I

am careful to consider positive or negative wording.
• When I’m tired or stressed, I think I make different design

decisions than I would make otherwise.

These questions supplement additional CATME demographic
questions that were asked by the instructor at the beginning of the
semester. Besides basic information such as age, sex, race, disci-
pline, and year in their degree program, the following additional
information was collected at the beginning of the semester:

• “Big Picture”—Participants labeled themselves as a visionary,
preferring ideas, preferring detail, or a more balanced approach
to seeing the big picture.

• “Leadership Role”—Participants labeled themselves as being
a follower, preferring to follow, preferring to lead, or a more
balanced approach.

• “Leadership Preferences”—Participants labeled themselves as
preferring a single leader, shared leadership, or one leader with
input when defining the leadership in a team setting.

• “Experience”—Participants labeled their level of comfort with
being hands-on, ranging from no experience to expert level.

3 Results
3.1 Bandwagon Effect. The bandwagon effect occurs when

people support decisions without proof of their value, such as agree-
ing to popular opinions without voicing opposition or dissatisfac-
tion. To identify the possibility of the bandwagon effect within
design teams, we identified if participants “advocated” for their
ideas and beliefs and paired this with their satisfaction with group
decision-making and the design problem moving forward. The
results are focused on participants who did not advocate for their
beliefs but continued with the project as the team believed neces-
sary. This provides the appearance that they are simply following
along with the popular opinion of team decisions. Questions regard-
ing advocating and satisfaction were implemented in all five
surveys across the semester. Responses to Likert scale survey ques-
tions are shown in Figs. 2 and 3.
From Figs. 2 and 3, it is clear that the majority of students state

that they advocated for their beliefs and were satisfied with the
team’s results. We looked closer for those who did not agree that
they advocated during decision-making with their team, but
agreed that they were satisfied with the outcomes. For this analysis,
we included participants who answered “disagree” or “neutral” as
those who did not agree. For example, 11 participants (31%)
listed “disagree” or “neutral” for whether they advocated for their
own project topic ideas. However, all 11 participants stated they

were satisfied with the final topic chosen. This is shown for addi-
tional project deliverables in Fig. 4.
The stages in Fig. 4 are in chronological order for class deliver-

ables, from project selection to the economic analysis. The number
of participants that fall under suspicion for the bandwagon effect
decreases as the semester progresses to concept ideation and selec-
tion, then increases again as the semester ends. This could be due to
project or semester fatigue, or it could also provide us with how
much students value each portion of the process. For example, par-
ticipants may value the ideation and selection process the highest,
and they are willing/susceptible to fall into the bandwagon effect
at other times. Across the entire semester, there were 48 total
survey responses listed as “neutral” or “disagree” for advocating
for their ideas or beliefs. Only seven of these (15%) did not
report being satisfied with decision-making. This means the major-
ity of team members who are not speaking up, are also not reporting
any evidence of displeasure.

Fig. 2 Participant agreement toward advocating for their own
beliefs across design phases

Fig. 3 Student responses, across all teams, to being satisfied
with decision-making across design phases

Fig. 4 Participants that felt satisfied at each stage without advo-
cating for their own beliefs
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Demographic data from the beginning of the semester were used
to look for other explanations in the results. One significant finding
was produced: the participant’s leadership role preference was sig-
nificantly correlated with the average satisfaction produced. For this
significance, an independent samples Kruskal–Wallis test was per-
formed to compare nonparametric data across more than two
groups. Then, a pairwise comparison was performed to account
for comparisons across each group. There were three groups for
this analysis based on participant responses to the CATME
survey: those who prefer following, those who prefer a balanced
approach, and those who prefer leading in teams. There was one
participant in a fourth group (follower), but this category had
only one participant and therefore could not be used for compari-
sons. For the satisfaction survey questions shown in Fig. 3, an
average satisfaction was produced for each participant. The
results showed that participants who prefer leading were signifi-
cantly less satisfied on average than participants who prefer a
balanced approach between leading and following (H(2)= 7.057,
P= 0.029). This may show us that students who take a more
balanced approach are more likely to fall in line with the majority
opinion, and lean on their leadership skills when there is no consen-
sus. However, this speculation would require more in-depth assess-
ment than the data can provide and could be left to future work.
One additional finding from the demographic CATME data may

show that other biases intersect one’s ability to avoid the bandwa-
gon effect. Participants were asked: “If I am the owner of an idea,
I am more inclined to want to pursue that idea on a design team.”
As participants felt that they are more inclined to pursue their
own ideas on a design team, they were statistically significantly
more likely to advocate for their own beliefs during the concept
selection process (Spearman’s ρ= 0.368, p= 0.029, n= 35). This
shows that it is possible that those who have some awareness that
they exhibit ownership bias may be less susceptible to fall into
the bandwagon concept.
Additionally, these data from Fig. 4 are broken down by teams in

Table 3. The results show that team 7 consistently was above the
team average when it came to the number of participants who
may have shown symptoms of a bandwagon effect. This type of
data can allow one to catch signs of bandwagon effects early in
the semester and design process. Reflections in the final survey
may indicate this type of bandwagon behavior as well. When
asked what decisions they would redo if they could do the project
over again, one teammate specifically mentioned advocating as
the main issue they would have changed. For example:
Teammate 7.1: “Our team made the decision to simply have the

seat fold against a wall for simplicity. I did not try to impact the
decision made for simplicity’s sake, but I believe my team would
have listened if I had tried to impact the decision. In hindsight, I
might have advocated more for an adjustable seat angle.”
Future work may seek to eliminate the good subject effect, where

participants may not want to express a lack of satisfaction to the pro-
fessor/researchers and appear as a student causing dysfunction
within the team [38]. In reference to previous bandwagon literature,
some future adjustments may need to be put in place to solidify the

bandwagon effects. For example, Barnfield suggests that the stron-
gest bandwagon effects show a change in an individual’s opinion,
based on the popular opinion [14]. Additionally, bandwagon
effects often need strong vocal voices so that this popular opinion
is clearly heard and seen as the majority opinion [15]. As shown
in the reflection from participant 7.1, students may have intuition
on whether their voice will influence decisions or not. Future
surveys may need to direct attention to not just whether someone
has advocated, but to ask individuals which opinions were most
vocalized, if their own view of this opinion was modified, and if
this opinion became a part of the final decision.

3.2 Availability Bias. Availability bias occurs when judge-
ments are made based on the most available information in one’s
memory. For availability bias, there was a search for instances in
which decisions or opinions were developed based on an ease of
obtaining or recalling information. The first search was with
respect to how participants viewed the market of their chosen
problem. There are two reasons for this approach. First, it is possible
that those who believed they are a part of the market would have a
more positive perception of it than those who are not. Second, it
would be interesting to see how the opinion of the market
changed over time, as more information became available to them
and incorporated into the project.
The initial survey of market perception showed a significant pos-

itive correlation between “There is a large market for this product”
and “I am a part of the market for this product” (Spearman’s ρ=
0.411, p= 0.013, n= 36). This remained a significant correlation
for all remaining surveys [survey 2: ρ= 0.349, p= 0.037, n= 36]
[survey 3: ρ= 0.397, p= 0.016, n= 36] [survey 4: ρ= 0.394, p=
0.019, n= 35] [survey 5: ρ= 0.477, p= 0.003, n= 36]. This
means that for the entire semester, participants who believed they
were in the market had a higher impression of the market for
their design idea than those who did not. The case for availability
bias is that participants more strongly believed in the market
being large if they were a part of it.
An additional strong, negative correlation was found between

being in the market and believing the market was niche [survey
1: ρ=−0.542, p= 0.001, n= 36] [survey 2: ρ=−0.347, p=
0.038, n= 36] [survey 3: ρ=−0.468, p= 0.004, n= 36]. This
means that participants who felt they were part of the market
were less likely to believe they were inside a niche market. This
statement is less true for the later part of the semester, as the corre-
lation did not hold for the final two surveys. It is possible that with
more information, the participants were willing to admit that the
market was different than their prior beliefs.
Lastly, for market perception, it was investigated whether partic-

ipants who felt like they were in the market were contributing
toward gathering more information during the process. One signifi-
cant, negative correlation was found between being heavily
invested in the customer needs process and believing that they
had purchased products in this market before (ρ=−0.343, p=
0.041, n= 36). This means that participants who believed they

Table 3 Number of participants by team who did not advocate for beliefs, but were satisfied with decision-making

Problem selection Customer needs Target specs Concept selected Concept refinements Econ analysis

Team 1 0 0 0 1 0 1
Team 2 0 0 2 0 1 0
Team 3 0 0 0 0 2 1
Team 5 2 0 0 0 0 0
Team 6 1 1 1 0 0 3
Team 7 3 3 1 1 1 4
Team 8 1 1 0 0 0 0
Team 9 2 1 0 0 0 2
Team 10 2 0 0 0 0 2
Totals 11 6 4 2 4 13
Team average 1.22 0.67 0.44 0.22 0.44 1.44
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had purchased products in the market before were less likely to be as
invested in the needs-gathering process. This implies that those who
felt more familiar with the market and problem space were progress-
ing under their own idea of the needs (readily available information
in memory), rather than seeking out information that would deepen
their understanding.
The results above show a consistent correlation between being a

part of the market and believing the market to be large; however, the
negative correlation between being a part of the market and feeling
the market to be niche lost significance in the final two surveys. It is
possible that an availability bias diminished across the semester as
new information was received. However, future work should con-
sider the impact of framing bias: a “large market” can be viewed
as a positive framing of the market, and a “niche market” could
be viewed as a negative framing of a market. Participants seem
reluctant to let go of the positive frame of their market, although
were willing to give some agreement to the negative framing.
This shows the importance of framing survey questions in multiple
ways during data collection.

3.3 Status Quo Bias. Status quo bias reflects a tendency
toward a default option if one is present. For this bias, the approach
was to understand if participants believed they were moving past the
status quo of the current market, and if this belief has any relation-
ship with project satisfaction.
To look for status quo bias in the student design teams, partici-

pants responded with their level of agreement with the following
statement: “This product would be a disruptive innovation if intro-
duced to the market.”As shown in Fig. 5, belief in the product being
innovative never surpassed the percent agreement received after the
initial project selection (survey 1). It is possible that participants
settle into a more status quo role as the semester progresses. This
could be due to several factors, such as the difficulty of the semester,
fatigue within the team and project, or realizing that initial goals
would be much harder to meet with the time and resource con-
straints of a course. There is a steep drop from survey 3 to
surveys 4–5, which may imply that the circumstances of the pan-
demic forced teams to reevaluate their expectations for the project.
Across five surveys, there were 62 total responses that disagreed

that the product was innovative. These data were cross referenced
with the satisfaction survey question responses found in Fig. 3.
Only five times did the participant disagree with both the product
being innovative and being satisfied with the corresponding
decision-making at that point in the project. In other words, when
participants did not believe their product to be innovative, 92% of
the time they were still satisfied with the process or decisions
made by the team. This could be a case for status quo bias, as
those who do not believe their product would be innovative are
still satisfied with their results. While the bandwagon effect consid-
ers if one advocated for their beliefs, the status quo bias only con-
siders satisfaction with a lack of innovation. Three of the five

responses that were not satisfied were from Participant 2.3, and
all three participants (five responses total) used survey 5 reflections
to express displeasure with the project selected, stating this as the
one thing they would have changed about their project. An
example reflection statement from each of these three participants
is shown below.
Participant 2.3: “I believe this product is niche at best and has

potentially no market. The price point is insane. I would’ve
changed the focus of the project entirely.”
Participant 8.3: “I probably would have chosen a design problem

that I was more passionate about…However, my team chose our
design problem because it was one that the majority agreed upon.”
Participant 10.1: “I frankly did not love our design problem…

there were too many competing products already on the market…
I would’ve spent more time to identify a more innovative and inter-
esting problem to tackle. However, in these kinds of group settings,
I’ve learned it’s often not worth that level of time investment.”
Table 4 breaks down the data from Fig. 5 at the team level. This

table shows the number of team members (out of four total) per
team that agreed their product was innovative, at the time that the
surveys were completed. From these data, we can see that team 1
has the lowest number of team members buy into the innovation
of their product, averaging less than one person per survey.
However, team 1 also did not produce a single “disagree” response
when it came to satisfaction at each project deliverable, and only
three responses were rated “neutral” satisfaction. Multiple team 1
members expressed how their product was not the most innovative
in the survey 5 reflection data, shown after Table 4. It should be
noted that Participant 1.4 did not complete survey 4. One participant
from team 5, a team where its members largely agreed that their
product would be a disruptive innovation, indicated that their
team pushed the boundaries of what they could achieve within
the course.
Participant 1.1: “I would say that a more radical change to an

umbrella would be worthwhile. I don’t think we would have had
enough time to do this though.”
Participant 1.2: “I would change the decision to focus on the

phone mount. We made this decision because it was the first appli-
cable idea, but we should have asked the customers what they
would have preferred.”
Participant 5.4: “I would have started with a more feasible idea

from the beginning. We wanted to go for a wild concept, then all
of our customer feedback was that it was unfeasible.”
Some demographic personality data may also provide insight into

status quo bias. Participants were asked their agreement with the
following statement: “Usually, the solution that exists to a design
problem (the status quo) is a good one.” There was a statistically
significant trend between agreement with this statement and satis-
faction with the concept selected. The more likely a person is to
believe that status quo solutions are typically good ones, the more
likely there were to have been satisfied with the concept chosen
by the team to move forward (ρ= 0.378, p= 0.025, n= 35) and

Fig. 5 Likert responses for how students perceived the innova-
tion of their product

Table 4 Teammembers who agreed that the product would be a
disruptive innovation

Survey 1 Survey 2 Survey 3 Survey 4 Survey 5 Average

Team 1 1 2 0 0 0 0.6
Team 2 3 2 3 3 2 2.6
Team 3 1 1 1 1 1 1
Team 5 4 3 4 1 1 2.6
Team 6 0 2 2 1 1 1.2
Team 7 2 1 1 1 1 1.2
Team 8 2 1 1 0 1 1
Team 9 3 1 1 2 1 1.6
Team 10 1 1 2 1 1 1.2
Average 1.89 1.56 1.67 1.11 1.00

Note: The table highlights the teams with the highest (bold) and lowest
(italic) average agreement.
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less likely to believe a better concept was left on the table (ρ=
−0.360, p= 0.033, n= 35).
Future work should seek to dive more into the relationship

between rating a specification as important and rating a specification
as easy to achieve. The methodology should be reworked to under-
stand exactly why belief in innovation decreased through the seme-
ster. It should also consider that a certain amount of status quo bias
may be a good thing for course projects. As Hu and Shealy note,
“status quo bias is a heuristic that persists because overcoming it
demands more cognitive attention and resources [10].” There is a
benefit to status quo bias to set realistic expectations for course-
based projects. However, it is worth understanding how to push
some limits in a design course setting.

3.4 Ownership Bias. Ownership bias occurs when one places
more value on their own ideas or beliefs compared to the ideas/
beliefs of others. To examine ownership bias, one area investigated
was how participants would take ownership of the customer needs
generated. Ownership bias would suggest that participants placed a
higher value on customer needs that they generated over needs dis-
covered by other teammembers. Survey 1 asked participants to gen-
erate up to five customer needs that they believed would be
important for design success (pre-CNA), and survey 2 asked partic-
ipants to list what they believed to be the top three most important
customer needs (post-CNA). Team submissions post-customer
needs assessment were required to include the full set of customer
needs to move forward, complemented by a ranking for each
need (high, moderate, or low importance). These data were used
in conjunction with survey 2 Likert scale responses concerning
the participant’s market perception.
A strong positive correlation was found between the number of

one’s own predicted needs (survey 1) ranked within the individual’s
top three customer needs (survey 2), and the Likert scale survey
responses for the following statements (survey 2): “I am a part of
the potential market for this product (ρ= 0.395, p= 0.019, n=
35)” and “I have purchased products in this market (ρ= 0.401,
p = 0.017, n= 35).” This means that participants who ranked
more of their own predicted needs as one of the top three most
important needs were significantly more likely to consider them-
selves a part of the market or to have purchased products in the
market previously. This could be interpreted as participants taking
ownership of the customer needs because they had a better grasp
of the market before the project began. However, out of 21 partic-
ipants who somewhat/strongly agreed that “I am a part of the poten-
tial market for this product”, 62% (13 participants) included at least
one preconceived need that the team submissions did not include as
high importance (eight participants had two of such needs). This
implies that almost two-thirds of participants who considered them-
selves a part of their design project market placed a higher value on
the needs they personally generated compared to the team collec-
tively. This can be considered a case for ownership bias, as the par-
ticipants are attributing increased value to needs they “own”
because they believe they are a part of the market and have owner-
ship over the customer needs. These results may be comparable to
Zheng and Miller, where individuals took ownership of ideas that
other team members felt had low goodness [31].
The second assessment of ownership bias came at the end of the

semester reflecting on major decisions. For survey 5, participants
were asked to describe one decision critical to the success of the
design, as well as one decision that they would change if possible.
They were also asked whether they were influential in those deci-
sions or not. Survey responses were categorized based on how par-
ticipants assigned credit to the decisions made. Two researchers
coded 25% of the data, with a 100% agreement rate, with one
researcher categorizing the remaining data set. Two example
responses are followed by the categories for responses (Table 5)
and the categorization results (Fig. 6). Two participants did not
list an unsuccessful decision, so there are only 34 responses for
this question.

Team decision: “The decision to switch from rollercoaster style
seating to smart overhead bins. The design was considered infeasi-
ble and based on the remaining time would have been complicated
to sufficiently realize. The decision was made as a group, although I
feel that with additional time, the concept could have been properly
developed.”
Self only decision: “I think the lead screw aspect was critical to

the design success. In the feedback from experts, they were very
interested in this as it prevents having someone to have to manually
turn the pile and saves time, manpower, and increases safety. I
thought of the idea and was very influential in adding it to the
design.”
The figure shows that for decisions labeled successful, participants

tend to assign themselves credit in some form. This was not the case
for the decisions that participants would like to have modified—only
seven responses mentioned themselves specifically as influential in
some way, compared to 19 times in successful decisions. Almost
four times as many decisions were credited as a general team decision
when it was considered unsuccessful versus successful. These results
could be considered ownership bias because participants are either
assigning decisions they owned as more valuable than other impor-
tant decisions, or they took more ownership of decisions than they
should have, simply because they saw those decisions as valuable.
Successful decisions saw more references to oneself rather than the
team. The data are limited by the number of people who did not
clearly provide direction toward who was responsible for the deci-
sion. Roughly one-third of the responses did not provide credit
for their decisions.

3.5 Hindsight Bias. Hindsight bias occurs when one believes
an outcome to have been predictable, only after having seen that

Table 5 Categories for assigning ownership to successful/
unsuccessful decisions

Category Definition

Team,
self-emphasis

The participant assigns credit/blame to the team as a
whole, but they also emphasize/specify what they
uniquely contributed compared to other team members

Self and member The participant assigns themselves credit/blame for
influencing the decision, as well as another specific
team member

Member The participant only assigns credit/blame for
influencing the decision on another team member

Team The participant only assigns credit/blame for
influencing the decision on the team as a whole, and
see themselves no more than equally influential as
other team members

Self only Participant assigns only themselves credit/blame for
influencing the decision.

Does not say The participant does not make it clear who has
influenced the decision

Fig. 6 Assigning influence to critical decisions
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outcome unfold. To investigate hindsight bias, opinions at the end
of the projects were compared to responses and opinions throughout
the semester. Survey 5 included a set of statements (Table 6) for the
following prompt: “Looking back on the decisions made during the
semester, is there anything else you would have done differently?”
Participants responded to these statements using a five-point Likert
scale ranging from “strongly disagree” to “strongly agree.” Table 7
breaks down the responses to these statements by the team. This
table highlights in bold italic where teams had more than two par-
ticipants strongly or somewhat agree with the statements. There is
an italic number where teams had exactly half of their participants
agree with the corresponding statement, and a bold number when
there was less than half agreement.
From Table 7, we can see that Q5, Q8, and Q9 resonated the most

across all teams. This includes giving themselves more time to
ideate, more time to iterate after user feedback, and more risk
taking to produce an innovative product. We can also see teams
who may have had regrets across the entire project versus teams
that felt satisfied with their process. For example, teams 2 and 8
never had more than half of their members agree with one of the
statements, and only once did they have two of the four members
agree. On the other hand, teams 1, 7, and 10 had over half of
their members agree with three of the nine statements. Lastly, it
can be seen that teams 5 and 7 had at least two team members
agree with over half the statements (5 of 9).
As a final step of the hindsight bias analysis, these statements

were compared to participant responses in prior surveys to under-
stand if this was a true indication of hindsight bias. Correlations
were found using a Spearman’s correlation on Likert scale data
across all participants, not just a particular team or subset. The fol-
lowing correlations were found:
A negative correlation was found between statement Q3 and

responses from survey 2. The more that participants agreed they
would have placed emphasis on different customer needs, the less

likely they were to have felt satisfied with the logical reasoning
for their customer needs in the first place (ρ=−0.359, p= 0.032,
n= 36).

• Strong negative correlations were found between statement Q6
and responses from survey 3. Those who would have preferred
a different final concept were less likely to have felt satisfied
with the concept selected after ideation (ρ=−0.629, p=
0.001, n= 36), the reasoning for choosing that concept (ρ=
−0.504, p= 0.002, n= 36), as well as the criteria for selection
(ρ=−0.499, p= 0.002, n= 36).

• Strong positive correlations were found between statement Q6
and responses from survey 3. The more that participants
believed they would have preferred a different final concept,
they were more likely to agree a better concept was left on
the table (ρ= 0.651, p= 0.001, n= 36), and would have
chosen a more challenging concept though it may have
failed (ρ= 0.352, p= 0.035, n= 36).

• Strong negative correlations were found between statement Q7
and responses from surveys 3 and 4. The more that participants
agreed they should have voiced their opinions more, they were
less likely to agree that they advocated for their beliefs toward
the concept selection process (ρ=−0.540, p= 0.001, n= 36),
the concept chosen (ρ=−0.472, p= 0.004, n= 36), and the
revisions after user feedback (ρ=−0.379, p= 0.025, n= 35).

Looking at these correlations, it appears that participants recog-
nized their displeasure for specifics, such as customer needs and
design concepts, and the processes for achieving those outcomes,
in real time. However, it appears that there is more hindsight bias
toward recognizing that they should have advocated more for
their ideas and beliefs across the semester. As stated in the bandwa-
gon effect analysis, most participants who did not advocate for their
ideas or beliefs still felt satisfied with the project outcomes associ-
ated with each survey. This may imply that either beliefs in the need
to advocate were modified at the end of the semester, a truer sign of
hindsight bias, or the satisfaction within the semester was influ-
enced by the good subject effect—participants who did not want
to be seen as the unhappy participant of the group [38]. These
results do follow one definition of hindsight bias provided by
Kerin, as there was “little or no evidence to predict” that participants
would be inclined to wish they had advocated more [17].

4 Error Management Discussion
As discussed in the background section, adaptive rationality does

not show cognitive biases as weaknesses or errors, but an efficient
adaption for survival [1,2]. This is done through heuristics (saving
time and resources in exchange for a potentially suboptimal
outcome), error management (acting toward less costly error—
false positives are less costly than false negatives), and experimental
artifacts (preserving resources or livelihood in an unnatural or
unusual environment).
These results of the bias assessment of this study have been

framed in terms of error management—how participants may
have perceived the costs of using these biases as far less than the
costs of not adhering to them. An overview of this is shown in
Table 8.
The table offers a new perspective of heuristic decision-making.

Rather than the perspective of saving time and resources, it is
framed as choosing the less costly error. For example, the availabil-
ity bias in terms of heuristics allows participants to save time and
resources by going with the most available information, even
though it may not be the most optimal information. In terms of
error management, participants may decide that the costs of
having a misperception of the market are lower than the costs asso-
ciated with the additional effort they would have to put into finding
the true market size. There is less future work involved if you
believe that you already know there’s a market and what that
market needs. This may show that while participants who felt

Table 6 Survey 5 reflection statements on decisions across the
semester design project

Question Statement

Q1 I would have preferred a different problem space
Q2 I would have revised our method for generating customer needs
Q3 I would have placed emphasis on different customer needs
Q4 I would have given our team more realistically attainable design

specifications
Q5 I would have given myself more time to ideate
Q6 I would have preferred a different concept for the final design
Q7 I would have voiced my opinion more about critical decisions

I disagreed with
Q8 I would have made more modifications to the design after the

user feedback
Q9 I would have taken more risks to make the final design more

innovative

Table 7 Participants per team that “strongly/somewhat agree”
with each statement, with instances of majority team
agreement shown in bold

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9

Team 1 2 1 1 0 4 1 0 3 3
Team 2 1 2 1 0 0 0 1 0 0
Team 3 1 0 0 1 1 1 1 3 2
Team 5 0 0 3 1 2 1 2 2 2
Team 6 1 1 0 0 2 0 0 1 0
Team 7 0 2 0 1 4 2 0 3 3
Team 8 1 1 1 1 0 2 0 0 1
Team 9 1 1 0 0 3 0 0 2 1
Team 10 1 0 1 1 4 0 0 3 3
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invested in the process were aware that the end users were the most
available that they could find, but showed no significance with
being unsatisfied with the results.
There are other examples for this as well. The bandwagon effect

may show that the costs of being satisfied with the majority opinion
are much less than going against the grain in a meeting or pushing
the team to do more ideation or analysis. Those connected to the
status quo bias may need to evaluate if the additional effort
toward innovation is worth it when viewing their semester as a
whole, their passion for the project, and their course grades. By
pushing the envelope, participants had to make a decision about
how much mental effort was worth the innovation they produced
with their team. Those exhibiting ownership bias with customer
needs may believe that they will help the team in the long run by
holding onto needs that they believe to be of higher value to the
market, rather than letting the team find out later in the semester
that their needs are incorrectly ranked.
While this study focused on student design teams, there are some

clear analogies to professional design practice which could be
further addressed in future work. For example, bandwagon effect
in professional design practice may be present if the team consists
of varying levels of seniority, experience, or management. It may
appear as if the opinions of some designers carry more weight
than others. Status quo bias could appear through a company not
wanting to disrupt its current successful strategies, or a designer
concerned about yearly reviews (rather than a final course grade).
A classroom instructor may be more willing to encourage thinking
outside the box compared to some organizational cultures. Lastly,
ownership biases could exist for those wanting recognition profes-
sionally. These are all instances where the bias may feel rational
internally to the designer to prefer one type of cost over another.

5 Conclusion
This study shed light on common biases in student design teams

and where/how they may be occurring. The study used real student
design project data along with survey responses regarding the
student experiences in their teams. After highlighting these biases,
a discussion was presented of how each bias may fit into the lens
of adaptive rationality, particularly in the forms of heuristics,
error management, and experimental artifacts.
There are some clear limitations to this study. First, some course

deliverables were not specifically submitted through course assign-
ments that could be used to support or rethink our claims. For
example, team interview/survey method questions for customer
needs and user feedback were not submitted as part of the corre-
sponding class assignment; therefore, only data such as the final
set of customer needs and the user feedback process summary

were submitted and available for this study. This prevented
checks for potential framing bias or confirmation bias in those ques-
tions. In future studies, more unstructured data would be needed for
additional converging evidence of these biases.
The COVID-19 pandemic also interrupted this semester of data

collection, and the resulting redirection of projects, courses, and
general lifestyle of each participant may have all been a factor in
these results. For example, access to makerspaces may have
become more limited, although physical prototypes were not man-
dated for the course. Processes such as obtaining user feedback or
having group ideation sessions may have been more virtual than
originally planned. Team dynamics may have been altered through-
out the process as the mode of interaction with teammates was
modified.
This is a case study, so the results cannot be generalized to other

cases. However, it can be the basis for future inquiries and targeted
design interventions for mitigating biases. For example, we can
compare the results of a new graduate-level engineering design
course with methods in place to avoid what we have seen in this
design environment. Additionally, we can improve the methods
used in this study to find the magnitude of the hypothesized biases.
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