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Characterization of measurement uncertainty in terms of root sums of squares of both unknown systematic as well as random error components is given meaning in the sense of prediction intervals. Both types of errors are commonly encountered with industrial hygiene air monitoring of hazardous substances. Two extreme types of measurement methods are presented for illustrating how confidence levels may be ascribed to prediction intervals defined by such uncertainty values. In the case of method calibration at each measurement, systematic error or bias may enter from a biased calibrant. At another extreme, a single initial method evaluation may leave residual bias owing to random error in the evaluation itself or to the use of a biased reference method. Analysis is simplified through new simple approximations to probabilistic limits (quantiles) on the magnitude of a non-central Student $t$-distributed random variable. Connection is established between traditional confidence limits, accuracy measures in the case of bias minimization and an uncertainty measure.
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INTRODUCTION

‘Combined uncertainty’ $u_c$ expressed as the root sum of squares of independent ‘random uncertainty’ components (standard deviation estimates) has a simple meaning if systematic error is negligible. The result is an estimate of the standard deviation expected of the overall measurement variation. Then by defining an ‘expanded uncertainty’ $U$ as a multiple $k \times u_c$ (where $k$ is a ‘coverage factor’), an unknown quantity $M$ to be measured may be confidently bracketed in terms of an estimate $m$ by intervals

$$m - U < M < m + U$$

at specific frequency of measurement.

The more common situation encountered with workplace air monitoring concerns ‘systematic error’ or ‘bias’, unknown except for perhaps a magnitude estimate, and therefore not correctable. The ISO Guide to the Expression of Uncertainty in Measurement (Taylor and Kuyatt, 1994; ISO GUM, 1995) suggests maintaining equation (1) by pooling the bias uncertainty squared, after correction through calibration if necessary, along with the random components. The result, of course, no longer refers to a standard deviation in application measurements since the (unknown) bias does not fluctuate about zero at each measurement.

There are several ways of interpreting the ISO GUM approach. Since the proposed combined uncertainty includes and increases with bias magnitude, the quantity $U$ can be regarded as simply an abstract rating of the measurement performance. Moreover, the uncertainty would relate to the standard deviation in an idealization as if the bias, though unknown, varied at each application measurement.

Prediction or tolerance intervals (see, e.g. Aichison and Dunsmore, 1975) provide an alternative interpretation. After correction, bias uncertainty is generally smaller than random components. [However, as an example to the contrary, estimates of aerosol concentrations according to a sampling convention (e.g. ISO 7708, 1995) may have large bias uncertainty if the aerosol size distribution is unknown (see, e.g. Bartley, 1998).] As will be shown here through two extreme examples, at a selected confidence level (e.g. 95%) regarding what is known about the method’s bias, intervals can be calculated for bracketing true values at given frequency (e.g. for greater than 95% of the application measurements). If the bias magnitude is sufficiently small, the intervals are given in terms of an expanded uncertainty $U$ by choosing an appropriate coverage factor $k$ of $u_c$ comprised of the suggested root sum of squares of bias and random components. Conversely, with the traditional choice of $k = 2$, the coverage frequency can often be worked out.

*Author to whom correspondence should be addressed. Tel: +1 513 652 4949; e-mail: dbartley@eos.net
First, a method is considered where calibration is done continually at each application using a standard calibration material. Measurement results may then be biased if the calibrant itself is biased. Were there no bias, this situation invokes usual confidence intervals using the Student $t$ distribution, as touched on within ISO GUM.

With significant unknown bias, however, the ‘non-central’ Student $t$ distribution is shown to give an expression of uncertainty. A new approximation to a symmetric quantile bracketing non-central Student $t$ variables is developed. Over a significant range of unknown bias of small magnitude, use of the quantile as the expanded uncertainty $U$, with pooling of bias uncertainty and random error, is found valid for bracketing unknown measurand values at given confidence in the calibrant.

A limiting form of the non-central Student $t$ quantile is found to equal the ‘symmetric accuracy range’ $A$. The function $A$ is defined to cover method measurement results at specific frequency in terms of ‘unknown’ bias and variance of the random error. The range $A$ has traditionally been used for many years in the capacity of rating method performance, including the case of correctable bias (Busch, 1977; Kennedy et al., 1995; NIOSH, 2003). However, here the interest is in maximally corrected bias leading to an expression of uncertainty, i.e. describing the unknown in a measurement result.

The use of $A$ is illustrated for a method in which calibration is effected only initially by comparison to a reference method, followed by multiple subsequent applications. Residual bias may exist because of the finiteness of the calibration and also from bias of the reference method itself. In this case, the frequency of measurement coverage of measurand values does not depend on a running estimate of variation, but is specified entirely from initial calibration estimates. Again the non-central Student $t$ quantile, in this case a confidence limit on the symmetric accuracy range $A$, specifies the expanded uncertainty $U$.

CONTINUAL CALIBRATION WITH BIASED CALIBRANT

Suppose a method is calibrated at each application by comparison through $n$ measurements to a calibrant, plagued by unknown relative bias $\Delta$, ‘small’ in magnitude in comparison to method imprecision. It will be shown here how to express confidence in the calibrant independent of how many method applications occur between changing calibrant. Suppose then that the estimate $m$ in measuring unknown $M$ may be represented as

$$m = M + M \cdot \Delta + M \cdot \varepsilon,$$

where $\varepsilon$ is a normally distributed random variable with variance $\sigma^2$, which is estimated at each calibration and application by $s^2$ with $v$ degrees of freedom. The quantity $\sigma$ (the ‘true relative standard deviation’ sometimes denoted as TRSD) is expressed relative to $M$ rather than a biased value for notational simplicity leading to parallel dependencies on $\Delta$ and $\sigma$. Note that although the measurement variation depicted in equation (2) is very common in air quality measurements, at decreasing values of $M$, generally a constant variation (i.e. independent of $M$) becomes significant, leading to non-zero limits of quantitation and detection. (See, for example, DIS 15767, 2008.)

Now a random variable $t'$ follows the non-central Student $t$ distribution, peaking roughly at non-centrality parameter $\delta$, if it is related to a variable $u$ distributed normally about zero with unit variance and to an independent chi-square variable $\chi^2_0$ as

$$t' = \frac{u + \delta}{\sqrt{\chi^2_0/v}}.\quad (3)$$

Therefore, 

$$t' = \frac{\left[ m - M(1 + \Delta) \right]/(M\sigma) + \delta}{s/\sigma} \quad (4)$$

is distributed as a non-central Student $t$ variable. If the non-centrality parameter $\delta$ is defined (in terms of unknown quantities) as

$$\delta = \Delta/\sigma, \quad (5)$$

then the bias $\Delta$ disappears from the numerator of equation (4). Suppose that $\Delta$ is as likely positive as negative, in fact that $E[\Delta]$ calibrant to calibrant is zero. Then, bounds of $t'$ symmetric about zero are of interest. In particular, $t'$ is bounded by the symmetric quantile $\text{sym}f_2[u, \delta]$ defined so that

$$\left| t' \right| \leq \text{sym}f_2[u, \delta] \quad \text{at probability } = \alpha. \quad (6)$$

Using equations (4) and (5), equation (6) translates to a bound on $m$:

$$M - s\text{sym}f_2[v, \delta] < m < M + s\text{sym}f_2[v, \delta] \quad \text{at probability } = \alpha. \quad (7)$$

The quantile $\text{sym}f_2[v, \delta]$ can be calculated numerically. However, as shown in the Appendix, this function is accurately approximated in terms of ‘central’ Student $t$ quantiles and chi-square quantiles easily found for $\alpha > 50\%$ from statistical routines as

$$\text{sym}f_2[u, \delta] \cong \begin{cases} t_{(1+\alpha)/2} [u] \sqrt{1 + \delta^2}, & \text{if } |\delta| \leq 1, \\ |\delta| + \sqrt{\chi^2_0[u] + \delta^2(\sqrt{v/\chi^2_{v-1}} - 1)^2}, & \text{if } |\delta| > 1. \end{cases} \quad (8)$$

Here, the interest is in the small $|\delta|$ regime, which relates directly to the ISO GUM procedure. In fact, suppose
\[ s^2 + s^2 \delta^2 = s^2 + \frac{s^2}{\alpha^2} \Delta^2 \approx s^2 + \Delta^2, \]  

(9)

assuming that \( \Delta^2 \) is \( O(\sigma^2/n) \) or smaller so that fluctuation of the order of \( \Delta^2/\alpha^2 \) may be neglected in equation (9). Larger bias magnitude can be handled using a similar calculation as that following equation (A11), but leads away from the ISO GUM formalism.

Then equations (7) and (8) translate to:

\[ M - MA[s, \Delta; u] < m < M + MA[s, \Delta; u] \]

at probability = \( \alpha \),

(10)

where a running symmetric accuracy range \( A \) is defined as:

\[ A[s, \Delta; u] = t_{(1+\alpha)/2}[u] \sqrt{s^2 + \Delta^2} \left( \left| \Delta \right| \lesssim \sigma \right). \]

(11)

We are now in a position to specify what is known about the bias. Though \( \Delta \) itself is not known, suppose that an accurate estimate of the variance \( \sigma^2_\Delta \) of \( \Delta \) calibrant to calibrant is supplied by the calibrant vendor. Then, since \( E[\Delta] = 0 \),

\[ E[\Delta^2] = \sigma^2_\Delta, \]

(12)

which provides an estimate \( A_{\text{est}} \) at each application measurement (simultaneously determining \( s^2 \) in this continual evaluation scheme):

\[ A_{\text{est}} = t_{(1+\alpha)/2}[u] \sqrt{s^2 + \sigma^2_\Delta}. \]

(13)

Then (similar to the procedure of Smith, 1936; Welch, 1938; Satterthwaite, 1946), a confidence limit may be established on the running accuracy measure by approximating

\[ \frac{A_{\text{est}}^2}{A^2} \approx \frac{2\nu_{\text{eff}}}{\nu}, \]

(14)

determining the effective number \( \nu_{\text{eff}} \) of degrees of freedom by setting the variance of the left-hand side of equation (14) equal to \( 2\nu_{\text{eff}} \), the variance of the right-hand side, using the propagation of errors procedure, remembering that \( s^2 \) is fixed here; the only variable is \( \Delta^2 \) in the denominator. Often the needed estimate of the variance of \( \Delta^2 \) (the kurtosis of \( \Delta \)) may be approximated by the normal distribution value \( 2\sigma^2_\Delta \). In this case the effective number of degrees of freedom is given by

\[ \nu_{\text{eff}} = \left( s^2 + \sigma^2_\Delta \right)^2 / \sigma^4_\Delta. \]

(15)

The 95% confidence limit \( A_{95\%} \) is then given by

\[ A_{95\%} = k \sqrt{s^2 + \sigma^2_\Delta}, \]

(16)

where the coverage factor \( k \) is given by

\[ k = \sqrt{\frac{\nu_{\text{eff}}}{\nu_{\text{eff}; 0.05}}} t_{(1+\alpha)/2}[u]. \]

(17)

For 95% of the provided calibrants,

\[ M - MA_{95\%} < m < M + MA_{95\%} \]

(18)

at coverage > 95%. Then, equation (19) can be rewritten to lowest order in \( A_{95\%} \) (i.e. accurate at \( A_{95\%} \ll 100\% \)) as

\[ m - mA_{95\%} < M < m + mA_{95\%}, \]

(19)

exactly in the form of equation (1). Thus, the expanded uncertainty \( U \) can be taken as

\[ U = m \cdot A_{95\%} = k \sqrt{s^2 + \sigma^2_\Delta}. \]

(20)

A_{95\%} therefore plays the role of the (relative) expanded uncertainty. The meaning is that at 95% confidence in the calibrant, \( U \) defines confidence intervals covering the true measurand value at probability greater than \( \alpha \). Thus, proportionality to the root sum of squares including the bias uncertainty is found to make sense.

Note that the usual confidence intervals involving the central Student \( t \) distribution are obtained in the limit that \( \sigma^2_\Delta = 0 \), with \( \nu_{\text{eff}} \to \infty \), with \( k \) simplifying to

\[ k = t_{(1+\alpha)/2}[u], \]

(21)

Furthermore, these simplified limits are also obtained with ‘non-zero’ \( \sigma^2_\Delta \) for use in equation (20) for providing ‘mean’ (rather than 95%) confidence in the calibrant. This follows from the tacitly approximate equality of the mean of both sides of equation (14).

**Symmetric accuracy range \( A[\sigma, \Delta] \)**

The tightest bracketing of unknown \( M \) in equation (7) may be found by letting \( v \to \infty \), i.e. by effecting an impractical calibration. In this case, it is simple to see that \( \text{sym}_{\nu}[u, \delta] \) in equation (8) approaches

\[ \text{sym}_{\nu}[u, \delta] \to \begin{cases} u_{(1+\alpha)/2}[u] \sqrt{1 + \delta^2}, & \text{if } |\delta| \lesssim 1, \\ u_{\alpha}[u] + u_{\alpha}, & \text{if } |\delta| \gtrsim 1, \end{cases} \]

(22)

where \( u_{(1+\alpha)/2} \) and \( u_{\alpha} \) are normal quantiles, e.g. 1.960 and 1.645, respectively, at \( \alpha = 95\% \). Correspondingly, the running symmetric accuracy range \( A[s, \Delta; u] \) approaches:

\[ A[s, \Delta; u] \to A[\sigma, \Delta], \]

(23)

where \( A[\sigma, \Delta] \) is given by
The quantity \( A[\sigma, \Delta] \) defined in terms of unknown \( \sigma \) and \( \Delta \) is the symmetric accuracy range, which has been used for many years in judging method performance (Busch, 1977; Kennedy et al., 1995; NIOSH, 2003). The approximation of equation (24) was derived (Bartley, 2001) from a different point of view. [At the point of going to press, the author has been notified by Thomas Mathew, Department of Mathematics and Statistics, University of Maryland, of the discovery of the following exact expression for the symmetric accuracy range \( A \) in terms of the non-central chi-square quantile with one degree of freedom and with the above parameter (\( \Delta = \sigma / \Delta \)):

\[
A[\sigma, \Delta] = \sigma \sqrt{\frac{\chi^2_{12}[\Delta^2]}{\Delta^2}};
\]

details to follow (K. Krishnamoorthy, T. Mathew, in preparation).

**INITIAL CALIBRATION**

**Calibration-induced bias**

Often it is inconvenient to recalibrate a measurement method at each application. For example, diffusive samplers may be evaluated initially by a vendor followed by many applications without re-evaluation (see ISO 16107, 2007 or ASTM D 6246, 2008). Furthermore, the spatiotemporal variations in air quality characteristics are generally so large (Vaughan et al., 1990; DIS 15767, 2008) as to preclude evaluation of a method during application through the use of replicate measurements. In these cases, often an initial single-method evaluation is undertaken with the purpose of determining uncertainty present in subsequent applications of the method.

Details are presented here on determining or setting a limit of confidence in an initial method calibration with two independent sources of bias. Suppose a method is initially calibrated by a finite comparison to a possibly biased but otherwise accurate reference method measurement \( m_{\text{ref}} \) of an unknown constant \( M_{\text{cal}} \)

\[
m_{\text{ref}} = M_{\text{cal}} (1 + \Delta_{\text{ref}}),
\]

where the bias \( \Delta_{\text{ref}} \ll 1 \). During calibration, the method, biased by unknown \( \Delta_{\text{raw}} \), yields a number \( n \) of uncorrected (raw) estimates \( m_{\text{raw}} \) so that

\[
m_{\text{raw}} = M_{\text{cal}} + M_{\text{cal}} \cdot \Delta_{\text{raw}} + M_{\text{cal}} \cdot \epsilon_{\text{raw}}.
\]

The random variable \( \epsilon_{\text{raw}} \) is normally distributed about 0 with unknown variance \( \sigma^2_{\text{raw}} \), but is estimated by \( \bar{\epsilon}_{\text{raw}}^2 \) (with \( n - 1 \) degrees of freedom). Therefore, an estimate for \( \Delta_{\text{raw}} \) is given in terms of the \( n \)-sample mean \( \bar{m}_{\text{raw}} \) by

\[
e_{\text{cal}}^2 = (\bar{m}_{\text{raw}} - m_{\text{ref}})/m_{\text{ref}}
\approx \Delta_{\text{raw}} - \Delta_{\text{ref}} (1 + \Delta_{\text{raw}}) + \bar{\epsilon}_{\text{raw}}^2,
\]

after expanding in \( \Delta_{\text{ref}} \) (but not in \( \Delta_{\text{raw}} \), which is not necessarily small relative to 1.0). Suppose that all that is known about the reference method bias \( \Delta_{\text{ref}} \) is that its magnitude is bounded by \( \Delta_{\text{max}} \) and that \( \Delta_{\text{ref}} \) may be taken as uniformly distributed (calibration-to-calibration) between its limits (as suggested in ISO GUM, 1995). Then, the expected value of \( \Delta_{\text{ref}}^2 \), the (intercalibration) variance \( \sigma^2_{\text{ref}} \), of \( \Delta_{\text{ref}} \) is given by

\[
\sigma^2_{\text{ref}} = E[\Delta_{\text{ref}}^2] = \frac{1}{2} \Delta_{\text{max}}^2.
\]

Following an initial calibration suppose the method is applied without recalibration, but with bias partially eliminated by correcting raw measurements using a factor \( m_{\text{ref}}/m_{\text{raw}} \) equal to \( (1 + \epsilon_{\text{cal}}^2)\Delta_{\text{raw}} \). Then in measuring unknown \( M \), the corrected measurement value \( m \) is given by

\[
m = \frac{M(1 + \Delta_{\text{raw}}) + M \cdot \epsilon_{\text{raw}}}{1 + \epsilon_{\text{cal}}^2 \Delta_{\text{raw}}}
\approx M(1 + \Delta) + M \cdot \epsilon,
\]

where the corrected bias \( \Delta \) and true relative standard deviation are given by

\[
\Delta = \frac{\Delta_{\text{raw}} - \bar{\epsilon}_{\text{cal}}}{1 + \epsilon_{\text{cal}}^2 \Delta_{\text{raw}}},
\]

\[
\epsilon = \frac{\Delta_{\text{ref}} - \bar{\epsilon}_{\text{raw}}}{(1 + \Delta_{\text{raw}})} \quad \text{(from equation (27))}
\]

\[
\epsilon = \Delta_{\text{ref}} + \Delta_n, \quad \text{and}
\]

\[
\sigma = \frac{\sigma_{\text{raw}}}{1 + \epsilon_{\text{cal}}^2 \Delta_{\text{raw}}}
\]

Then, the small-bias limit (equation (24)) for the symmetric accuracy range \( A \) is given by

\[
A^2 = 1.960^2 = (\Delta_{\text{ref}} + \Delta_n)^2 + \sigma^2.
\]

It should be remembered that the two independent quantities, \( \Delta_{\text{ref}} \) and \( \Delta_n \), refer to the actual, though unknown biases. What is known is that the latter is normally distributed about zero with variance \( \sigma^2 \) and that the former is bounded leading to equation (28). Equations (28) and (32) indicate that \( A \) may be estimated from

\[
A^2_{\text{cal}}/1.960^2 = \frac{1}{3} \Delta_{\text{max}}^2 + \frac{1}{n} \sigma^2 + \bar{\epsilon}_{\text{raw}}^2
\]

\[
= \frac{u^2}{n^2},
\]

in terms of the combined standard uncertainty. Determining a coverage factor \( k \) by demanding 95% confidence in the calibration then requires a
95% confidence limit $A_{95\%}$, which may be determined by a chi-square approximation (similar to the procedure of Smith, 1936; Welch, 1938; Satterthwaite, 1946):

$$\frac{A_{\text{eff}}^2}{\chi^2_{\text{eff}}} = \frac{1}{\chi^2_{\text{eff}}} \left( \frac{\Delta^2_{\text{max}} + \frac{1}{2} + \frac{1}{n}}{\Delta_{\text{ref}} + \Delta_n} \right)^2 + \frac{\sigma^2}{\chi^2_{\text{eff}}} \approx \chi^2_{\text{eff}}. \quad (34)$$

The effective number $\nu_{\text{eff}}$ of degrees of freedom is calculated via propagation of errors by requiring that the variances of both sides of equation 34 agree, noting that both numerator and denominator (requiring estimates of the kurtoses of $\Delta_{\text{ref}}$ and $\Delta_n$) are variable in this case. The result is

$$\nu_{\text{eff}}^{-1} = \nu_{\text{eff}}^{-1} \left( \frac{2}{45} \Delta_{\text{max}}^4 + \frac{2}{3} \Delta_{\text{max}}^2 \sigma^2 \right)^4 + \left[ \nu_{\text{eff}}^{-1} \left( \frac{1}{1 + \frac{1}{n}} \right)^2 + \frac{1}{n^2} \right] \nu_{\text{eff}}^4. \quad (35)$$

Finally, since equation (18) holds and may be approximated as equation (19), the expanded uncertainty $U$ is again given with the sense of equation (1) by $A_{95\%}$ as

$$U = k \cdot u_{\text{eff}}, \quad (36)$$

$$k = 1.960 \cdot \sqrt{\frac{\nu_{\text{eff}}}{\chi^2_{\text{eff}}}}. \quad (37)$$

### CONCLUSIONS

Applying properties of symmetric quantiles of the non-central Student $t$ distribution, uncertainty characterization according to ISO GUM is found to be applicable to a wide range of measurement situations. In the limit of zero bias, of course, commonly applied confidence limits are obtained. With residual bias remaining after method correction, different limits of the quantiles generally cover measurement procedures, ranging from continual to simply initial characterization as to uncertainty.

In the cases of finite yet controlled bias, procedures for analyzing uncertainty are understandable. Treating bias uncertainty as equivalent to random error does make sense. The concept of prediction lends meaning to the covering intervals obtained. Extension to the situation of large unknown bias results in an abstract method rating. Alternatively, ISO GUM methods can be extended in this case by applying linear aspects of the symmetric non-central Student $t$ quantiles.

Within entirely diverse measurement situations, the ISO GUM approach to uncertainty results in a simple meaningful analysis into root sums of squared components, whether random or systematic. The recommended procedures are therefore both extremely simple to apply and also can be ascribed specific meaning when needed. Great foresight clearly went into the original development of these procedures.

Acknowledgements—I would like to thank Stanley Shulman and Göran Lidén for introducing me, years ago, to the concepts of the non-central Student $t$ distribution and tolerance intervals; Harry Rook, for grasping the significance of uncertainty and Paul Schlecht, for often intensely delving into my interests.

### APPENDIX A. NON-CENTRAL STUDENT $t$ QUANTILE APPROXIMATIONS

#### Single-sided quantile

The non-central Student $t$ quantile can be approximated meaningfully and quite accurately from treating the Student $t$ variable as closely normally distributed over either tail of its distribution. First of all, suppose that $f$ is a sum of normally distributed independent components $f_j$, each with vanishing expected value, but with variance $\sigma_j^2$.

$$f = \sum_j f_j. \quad (A1)$$

Then, the variance of $f$ is given by

$$\text{Var}[f] = \sum_j \sigma_j^2, \quad (A2)$$

and it is simple to see that the quantile $f_\alpha$ at probability $\alpha > 50\%$ is given in terms of the component quantiles $f_j\alpha$ as the root sum of squares value

$$f_\alpha = \sqrt{\sum_j f_j^2\alpha}. \quad (A3)$$

Now the non-central Student $t$ variable $t'$ is defined in terms of non-centrality parameter $\delta$ and number of degrees of freedom $v$ by

$$t' = \frac{u + \delta}{\sqrt{\frac{\chi^2_\delta}{v}}}, \quad (A4)$$

where $u$ is distributed normally about zero with unit variance, and $\chi^2_\delta$ is an independent chi-square variable. Since a central Student $t$ variable $t$ is defined as

$$t = \frac{u}{\sqrt{\frac{\chi^2}{v}}}, \quad (A5)$$

Equation (A4) can be expressed as

$$t' - \delta = t + \delta \left( \sqrt{v/\chi^2_\delta} - 1 \right). \quad (A6)$$

The two terms on the right-hand side of equation (A6) are uncorrelated, and the expected value of the first is zero and of the second is zero in
approximation. Then, equation (A3) indicates that the quantile \( t_2[v, \delta] \) at \( \delta > 0 \) may be calculated as

\[
t_2[v, \delta] \approx \delta + \sqrt{t_2^2[v] + \delta^2 (\sqrt{v/\nu_0} - 1)^2}.
\]  
(A7)

This expression (for \( \alpha > 50\% \)) gives exact results in the limit \( \delta \to 0 \), also in the limit \( \delta \to \infty \) at fixed \( v \), as well as in the limit \( \nu \to \infty \) at fixed \( \delta \)

\[
t_2[v, \delta] = t_2[v] \quad \text{at} \quad \delta = 0,
\]  
(A8)

\[
t_2[v, \delta] \to \delta \sqrt{\nu/\nu_0} + O(\delta^{-1}), \quad \delta \to \infty \quad \text{(A9)}
\]

(note cancellation in equation (A7) of two terms equal to \( \delta \)),

\[
t_2[v, \delta] \to \delta + u_2, \quad \nu \to \infty. \quad \text{(A10)}
\]

That the limits \( \nu \to \infty \) and \( \delta \to \infty \) are not commutative reflects the diverse characters of the non-central Student \( t \) distribution ranging from limiting forms, chi-square to central Student \( t \). The quantile for \( \delta < 0 \) can be found similarly or directly from

\[
t_2[v, \delta] = -t_{1-\alpha}[v, -\delta], \quad \text{(A11)}
\]

remembering that the distribution tails are not symmetric about any point (unless \( \delta = 0 \)). Also, quantiles for \( \alpha < 50\% \) take the negative root in equation (A7).

With the approximation pinned down at these limits, it is no wonder that the approximation of equation (A7) is globally accurate. For example, Fig. A1 shows a comparison of the approximation of equation (A7) to the exact quantile at \( \nu = 5 \) over the region of maximum discrepancy.

Equation (A7) is more accurate than the approximations described in the literature (see, e.g. Johnson et al., 1995). Of course, equation (A7) requires a lookup for the central Student \( t \) and chi-square quantiles at given number of degrees of freedom, rather than simply the normal distribution quantile.

**Symmetric quantile**

**Small \(|\delta|\) region.** Approximation to the symmetric quantile of the non-central Student \( t \) distribution is derived here in the \(|\delta| \leq 1 \) limit. The asymptotic limit (\( \nu \gg 1 \)) can be derived by expanding equation (A7). However, as the result is neither as simple nor as accurate as the exact result, a direct approach is taken here.

The symmetric quantile \( \text{sym}t_2[v, \delta] \) is defined so that

\[
|t'| < \text{sym}t_2 \quad \text{at probability} = \alpha. \quad \text{(A12)}
\]

With \( t' \) defined by equation (A4), equation (A12) can be expressed explicitly as

\[
\alpha = \int_0^\infty d\chi^2 \chi^2 P_v[\chi^2] \int_{-\text{sym}t_2}^{+\text{sym}t_2} \frac{du}{2\pi} e^{-u^2/2}
\]  
(A13)

Differentiating both sides of equation (A13) with respect to \( \delta \), we have

\[
0 = \int_0^\infty d\chi^2 \chi^2 P_v[\chi^2] e^{-a^2/2} \left\{ \left[ 1 + \sqrt{\chi^2/\nu} \frac{d}{d\delta \text{sym} t_2} \right] e^{-\delta a} 
- \left[ 1 - \sqrt{\chi^2/\nu} \frac{d}{d\delta \text{sym} t_2} \right] e^{+\delta a} \right\}, \quad \text{(A14)}
\]

where \( a \) is defined as

\[
a = \text{sym}t_2 \sqrt{\chi^2/\nu}. \quad \text{(A15)}
\]

Now \( \text{sym}t_2[v, \delta] \) is expanded in \( \delta \) to \( O(\delta^2) \) as

\[
\text{sym}t_2[v, \delta] = t_{v(\alpha+1)/2} + \frac{1}{2} b_2 \delta^2, \quad \text{(A16)}
\]

where \( t_{v(\alpha+1)/2} \) is the central quantile, and the constant \( b_2 \) is to be determined. Equation (A16) implies that, ignoring terms of \( O(\delta^2) \),

\[
\left\{ \left[ 1 + \sqrt{\chi^2/\nu} \frac{d}{d\delta \text{sym} t_2} \right] e^{-\delta a} 
- \left[ 1 - \sqrt{\chi^2/\nu} \frac{d}{d\delta \text{sym} t_2} \right] e^{+\delta a} \right\} 
= -2\delta a + b_2 \delta \sqrt{\chi^2/\nu}. \quad \text{(A17)}
\]

Thus, to lowest order in \( \delta \), equation (A14) implies

\[
0 = \int_0^\infty d\chi^2 \chi^2 P_v[\chi^2] e^{-t_{v(\alpha+1)/2}^2/2} \left[ -t_{v(\alpha+1)/2} \sqrt{\chi^2/\nu} + b_2 \sqrt{\chi^2/\nu} \right]. \quad \text{(A18)}
\]

Thus,
and we find the simple result to $O(\delta^2)$

$$b_2 = t_{\nu(1+\alpha)/2},$$  \hspace{1cm} (A19)$$

and we find the simple result to $O(\delta^2)$

$$\text{sym} f_2[\nu, \delta] = t_{\nu(1+\alpha)/2} \sqrt{1 + \delta^2}. \hspace{1cm} (A20)$$

Figure A2 shows the approximation of equation (A20) in comparison to an exact result obtained numerically.

Arbitrary $|\delta|$. As the magnitude $|\delta|$ of the non-centrality parameter increases beyond unity, the symmetric and single-sided quantiles rapidly approach each other. Therefore, equations (A7) and (A20) result in the following, generally insignificantly discontinuous, approximation for $\alpha > 1/2$.

$$\text{sym} f_2[\nu, \delta] \approx \begin{cases} t_{\nu(1+\alpha)/2} \sqrt{1 + \delta^2} & \text{if } |\delta| \lesssim 1 \\ \delta + \sqrt{\frac{\nu}{\nu - 1}} \nu^{1/2} \delta^2 & \text{if } |\delta| \gtrsim 1 \end{cases}$$  \hspace{1cm} (A21)$$

Equation (A21) is illustrated in Fig. A3.
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