Coexpression network analysis in chronic hepatitis B and C hepatic lesions reveals distinct patterns of disease progression to hepatocellular carcinoma
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Chronic infections with the hepatitis B virus (HBV) and hepatitis C virus (HCV) are the major risks of hepatocellular carcinoma (HCC), and great efforts have been made towards the understanding of the different mechanisms that link the viral infection of hepatic lesions to HCC development. In this work, we developed a novel framework to identify distinct patterns of gene coexpression networks and inflammation-related modules from genome-scale microarray data upon viral infection, and further classified them into oncogenic and dysfunctional ones. The core of our framework lies in the comparative study on viral infection modules across different disease stages and disease types—the module preservation during disease progression is evaluated according to the change of network connectivity in different stages, while the similarity and difference in HBV and HCV are evaluated by comparing the overlap of gene compositions and functional annotations in HBV and HCV modules. In particular, we revealed two types of modules related to virus–host interactome-based approaches. Moreover, we found that intracellular protein transmembrane transportation and the transmembrane receptor protein tyrosine kinase signaling pathway act as oncogenic factors in HBV-HCC. Our findings provide novel insights into viral hepatocarcinogenesis and disease progression, and also demonstrate the advantages of an integrative and comparative network analysis over the existing differential expression-based approach and virus–host interactome-based approach.
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Introduction

It has been estimated that chronic infections with the hepatitis B virus (HBV) and hepatitis C virus (HCV) account for up to 80% of hepatocellular carcinoma (HCC; Perz et al., 2006). Although chronic hepatitis caused by HBV and HCV is hardly distinguished by histological examination or clinical manifestations, the virological features of HBV and HCV are obviously different. HBV is a DNA virus that can be transported into the nucleus and integrated into the host DNA, thus directly transforming hepatocytes. In contrast, HCV is an RNA virus that replicates in the cytoplasm and is unable to integrate into the host genome (Tsai and Chung, 2010; Bouchard and Navas-Martín, 2011). Ever since the discovery of these two viruses, great efforts have been made towards the understanding of the molecular events and cellular signal transduction pathways that are altered by HBV and HCV infections (Iizuka et al., 2002; Honda et al., 2006; Mas et al., 2009; Ura et al., 2009), as well as the mechanisms that link HBV or HCV infections and hepatic lesions to HCC development (Wurmbach et al., 2007; Mas et al., 2009). Studies in this area include comparisons of microarray gene/microRNAs expression in HBV-HCC and HCV-HCC, identification of significantly differentially expressed genes/microRNAs under the two types of HCC, and analysis of functional annotations represented by them. It was reported that inflammation, anti-apoptosis, immune response, cell cycle and lipid metabolism were predominant in HCV, but pro-apoptosis, DNA damage and DNA repair response were predominant in HBV (Iizuka et al., 2002; Honda et al., 2006; Ura et al., 2009). There is also research (Wurmbach et al., 2007; Mas et al., 2009) focusing on a stepwise carcinogenic process from normal liver to HCV cirrhosis to HCV-HCC, or from preneoplastic lesions (cirrhosis and dysplasia) to HCV-HCC, and a positive trend was found in MHC class-I receptor activity, DNA damage checkpoint cell division and ubiquitin cycle genes.
during this process (Mas et al., 2009). Although these efforts have suggested different oncogenic factors in HBV and HCV, as well as marker pathways during HCV-HCC progression, an integrative and comparative study of gene expression profiles in both HBV-HCC and HCV-HCC progression has yet to be conducted.

Network-based systems biology approaches (Liu et al., 2012) typically involve identification of groups of genes or network modules by microarray data analysis, whose expression levels are highly correlated across samples (Stuart et al., 2003; Zhang and Horvath, 2005; Oldham et al., 2008; Dewey et al., 2011). Such holistic approaches have several advantages over standard methods such as differential expression analysis, whose result is usually a list of genes, each of which is deemed significant in isolation (Chen et al., 2009, 2012). Actually, quantitative assessment of module preservation in different phenotypes using both gene expression and network connectivity as summation (Miller et al., 2010; Dewey et al., 2011) provides a new avenue in understanding of molecular differences that distinguish functional processes in disease progression (Oldham et al., 2008; Miller et al., 2010).

In this work, we developed a new framework to study the differences and similarities in HBV-HCC and HCV-HCC at a network level by an integrative and comparative analysis of weighted gene coexpression modules or networks in HBV-infected and HCV-infected liver tissues. We hypothesized that viral infection is an important stage or factor in carcinogenic progression (Tsai and Chung, 2010; Bouchard and Navas-Martin, 2011), and thus focused on the analysis of viral infection modules, e.g. oncogenic modules and dysfunctional modules. Using this approach, we identified distinct network modules of coexpressed genes with clear functional interpretations in HBV and HCV, as well as their implications of HCC development. We found that pro-apoptosis modules are oncogenic in HBV, but anti-apoptosis and inflammation modules are oncogenic in HCV, which is in concordance with previous differential expression-based approaches. Clearly, these modules are the driving force of carcinogenesis in HBV and HCV, respectively, which cannot be revealed by viral target analysis. In addition, we observed that intracellular protein transmembrane transportation and the transmembrane receptor protein tyrosine kinase signaling pathway were top enriched in HBV oncogenic modules, while a similar process of endosome to lysosome transport was observed in HCV dysfunctional modules. Those results are consistent with the existing knowledge that HCV enters hepatocytes via endocytosis (Bouchard and Navas-Martin, 2011). Although the entry mechanism of uncoated HBV into hepatocytes, and the transport of the viral genome into the nucleus of the host remain unclear (Seeger et al., 2007), the oncogenic modules identified by our approach show their important dysfunctions for HBV-HCC, and this can be a promising topic of future experimental research. Besides comparing the functional annotations of the top-ranked modules, we further identified the module overlap in HBV and HCV and found that the modules of HBV and HCV shared a significant overlap with each other. It implies that these subsets of genes are consistently coexpressed upon both HBV and HCV infection, but they result in the different network topologies and wiring that lead to contrasting functional performances. Last but not least, curating HBV/HCV protein targets (de Chassey et al., 2008; Wu et al., 2010) from literature research and combining them with our analysis result, we provided different viral targets as a potential root cause of these distinctions between HBV-HCC and HCV-HCC. Clearly, these new findings not only demonstrate the effectiveness of our network-based approach on analyzing the complex diseases, but also provide biological insights into viral hepatocarcinogenesis and disease progression.

Results

Overview of our framework

Figures 1 and 2 show the overview of our framework. Coexpression network reconstruction from high-throughput data are illustrated in Figure 1A. Module identification and functional analysis are summarized in Figure 1B, and module analysis for four types of viral infection modules is summarized in Figure 2. This paper focuses on the analysis of viral infection modules in disease progression. After we built gene coexpression networks for HBV and HCV, we identified their coexpression modules individually. After we validated their reproducibility in the independent datasets, we filtered out inflammation-related modules upon

---

Figure 1 Overview of the framework. (A) Gene coexpression network reconstruction. (i) Microarray data filtering and prepossessing (rows correspond to samples and columns correspond to genes). (ii) Correlation analysis of individual genes expression across different samples. (iii) Construction of Pearson’s correlation matrix and transformation into a matrix of connection strength. (iv) Coexpression network is established using hierarchical average linkage clustering (WGCNA). (B) Framework of module identification and analysis. The details of descriptions can be found in Materials and methods.
datasets used in the study is shown in Supplementary Table S35.

used to group genes with highly similar coexpression patterns across liver tissues of their shared neighbors across the whole network. 

¼ using a power function (power = 6). These connection strengths were then used to calculate the topological overlap (TO), which considers not only the correlation of the two genes, but also the degree of their shared neighbors across the whole network. 

Figure 2 Viral infection modules and their classification. This figure shows how to identify four types of viral infection modules (i.e. oncogenic, dysfunctional, housekeeping, and transit modules). The top subfigure shows the progression of HCC (i.e. from normal liver to viral infection and to HCC), and module comparison centered on viral infection or inflammation stage. The verified coexpression module of viral infection of HBV and HCV is classified into one type of ‘oncogenic’, ‘dysfunctional’, ‘housekeeping’, and ‘transit’ individually by backward and forward comparison for module preservation. ‘Y’ or ‘N’ represents its preservation ‘yes’ or ‘no’ in the three stages of disease progression, respectively. For example, one module (‘Y’ in viral infection) is identified to be ‘oncogenic’ when it is preserved in HCC (‘Y’), but not in normal status (‘N’).

viral infections. The comparison of these modules in different disease stages for module preservation results in four types inflammation modules. And the comparison of oncocgenic and dysfunctional modules in HBV and HCV provides evidence of the similarities and differences in the viral infections. We also tried to investigate their similarities and differences by analyzing the virus–host interactions of humans. The detailed descriptions of our framework are given in Materials and methods. 

Constructing gene coexpression networks in HBV- and HCV-infected liver tissues

We set out to investigate the transcriptome upon viral infection and construct gene coexpression networks by applying weighted gene coexpression network analysis (WGCNA) (Zhang and Horvath, 2005). Our study was primarily based on Kanazawa data (Honda et al., 2006; Ivliev et al., 2010), which contains gene expression from 18 normal liver tissues (in normal stage), 36 HBV and 35 HCV-infected liver tissues (in viral-infected or inflammation stage), and different samples of 17 HBV-HCC and 17 HCV-HCC (in HCC stage). The other three datasets were mainly used for validation purposes. Two coexpression networks—one for HBV and the other for HCV—were constructed by calculating the pairwise Pearson’s correlation coefficients of gene expressions in 36 HBV-infected samples and 35 HCV-infected samples, respectively. The information about datasets used in the study is shown in Supplementary Table S1. Briefly, the Pearson’s correlation matrix for each coexpression network was transformed into a matrix of connection strengths using a power function (power = 6). These connection strengths were then used to calculate the topological overlap (TO), which considers not only the correlation of the two genes, but also the degree of their shared neighbors across the whole network. 

Detecting gene coexpression modules in HBV- and HCV-infected liver tissues

Hierarchical average linkage clustering based on TO was used to group genes with highly similar coexpression patterns into modules (Ravasz et al., 2002). For computational reasons, we conducted the network module identification procedure in a blockwise manner with the same parameter setting for all networks. To summarize the scaled gene expression profiles for the identified modules, we used the first singular vector (module eigengene, ME), which is equivalent to the first principle component and explains the largest proportion of the variance of the module genes. We then used the MEs in a procedure to reassign genes to the modules which maximizes the module memberships (see Materials and methods for details). To this end, we identified 33 modules in HBV-infected liver tissues and 23 modules in HCV-infected liver tissues individually (Figure 3A and C), and each of them, containing coordinately expressed genes potentially participated in common cellular processes. The full list of module memberships is provided in Supplementary Table S2. 

Identifying viral infection modules that are highly preserved across independent datasets

Because of the different number of gene expression samples and the wide range of coordinate gene regulations (Ivliev et al., 2010), we first validated the identified modules internally by a data-splitting technique in which 70% of the samples were used as a training set (see Materials and methods). After generating 100 such training sets, modules with significant co-clustering statistics (empirical P < 0.05) were retained for further validation (Figure 4).

Microarrays are inconsistent for differences in gene expression profiles across datasets and platforms (Wang et al., 2005). To gauge the consistency of our identified modules in independent datasets, two hepatitis virus-infected liver datasets, GSE3500 (Chen et al., 2002, 2004) and GSE14323 (Mas et al., 2009), were assembled. GSE3500 contains 10 samples of normal liver, 33 HBV-infected liver samples and 52 HCV-infected HCC. GSE14323 contains 19 samples of normal liver, 41 HCV-infected liver samples and 55 HCV-infected HCC. Detailed descriptions about these datasets are provided in Supplementary Table S1. We filtered and preprocessed the two datasets, and further identified gene coexpression modules from virus-infected status using the same procedure as described previously. Since the datasets contain different genes, we used the common genes shared by two datasets to compute the significance of the module overlap based on the hypergeometric test (Figure 3B and D). For HCV modules, 21 out of 23 of them have significant overlap (P < 0.05) with at least one module derived from GSE14323 providing confidence in the reproducibility of HCV gene coexpression modules. For HBV modules, however, 17 out of 33 of them have significant overlap with at least one module derived from GSE3500. Nevertheless, to ensure the reliability of our study, we identified interested modules that not only pass the internal validation, but also can be reproduced on independent datasets, which eventually resulted in 17 HCV modules and 15 HBV modules. We found that some most important modules—modules that will be classified as oncogenic and dysfunctional modules in the later sections—were not affected by such filtering. These modules represent sets of genes that are presented on and consistently coexpressed in diverse microarray platforms of viral infection.
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We have validated the reproducibility of our identified gene coexpression modules in independent datasets, and further investigated whether these modules can be used to distinguish different stages of disease progression, reasoning that viral infection is an important transforming stage from normal to HCC (Tsai and Chung, 2010). MEs, i.e. the first singular vector of expressions in the module, were treated as the ‘activity’ and used to build classifiers for predicting the disease status given a test expression profile. For this purpose, MEs were used as feature values in a classifier based on svmRadial (Alexandros and David, 2006), and the technique of 5-fold cross validation was applied to select the optimal model that maximizes the area under the curve (AUC) of the receiver-operating characteristic. Once the optimal classifier was determined from one dataset, it was used to predict disease status for an independent dataset. Only the 15 HBV modules and 17 HCV modules that passed both internal and external validation were used for classification.

Briefly, we trained classifiers on the working Kanazawa dataset and tested them on the validation one, and vice versa. To compute MEs on an independent dataset, we mapped gene compositions of each module to the independent dataset and calculated the first singular vector from the new gene expression profiles. Significance of pair-wise module-module overlap was based on Fisher’s exact test $P$-values, using module assignment of the common genes shared by two datasets. 21 out of 33 HBV modules have at least one significant ($P < 0.001$) overlapping modules in independent dataset (GSE3500). 17 out of 23 HCV modules have at least one significant ($P < 0.001$) overlapping modules in independent dataset (GSE14323). Only these reproduced modules were kept for further analysis, and filtered module numbers are marked in grey.
that gene coexpression modules identified from virus-infected status clearly distinguish expression profiles of normal and HCC. The results demonstrate the distinct module-gene expression profiles in different disease stages. However, the modules did not perform so well in classifying the two types of HCC, namely, HBV-HCC and HCV-HCC on the independent dataset GSE19665 (Deng et al., 2010; Supplementary Figure S2). One possibility is that the two types of HCC differ in the case of hepatocarcinogenesis, but they are rather similar at least in terms of the expression profile when cancer has already occurred. The other possibility is that the gene expression profile changes dramatically from viral infection to HCC, rendering it unsuitable to classify HCC types with these modules derived from the stage of viral infection.

Selecting oncogenic and dysfunctional modules related to inflammation

We have identified gene coexpression modules from HBV/HCV-infected liver tissues, i.e. in the viral infection or inflammation stage, validated their reproducibility in independent datasets, and we also discovered the distinct module expression profiles in the three stages of disease progression, i.e. normal, viral infection, and HCC, which could be used for phenotype classification in HBV and HCV, respectively. To focus on small subsets of modules which are most relevant to HCC, we investigated the dynamics of modules during disease progression and selected two types of modules, i.e. oncogenic and dysfunctional modules that are most likely to be related to HCC. As shown in Figure 2, we defined oncogenic and dysfunctional as follows. (i) ‘Oncogenic’: modules that are formed upon viral infection (i.e. they are disrupted in normal liver tissues) but are preserved in HCC, which represent inflammation-related oncogenic biological processes that are activated only upon viral infection. (ii) ‘Dysfunctional’: modules that are preserved in normal liver tissues but are disrupted in HCC, which represent tumor suppressive processes that remain effective upon viral infection. There are two more types of modules identified from viral-infected status. (iii) ‘Housekeeping’: those modules are preserved in both normal tissue and HCC. (iv) ‘Transit’: those modules are preserved in neither normal nor HCC. The housekeeping modules remain static during disease progression and are more likely to perform essential housekeeping functions, while the transit modules are more likely to be identified only in viral infection. They may be specifically responsive to the viral infection in this critical process and may indicate no disease progression characteristics of HCC. A graphical illustration of the four types of modules is shown in Figure 2. In order to determine which modules and their corresponding dysfunctional processes were activated upon viral infection, we defined two types of changes, i.e. the change in network topology which measures the gene–gene coexpression relationship and in the enrichment of differentially expressed (DE) genes which measures the alternation of individual gene expression across phenotypes. We noticed that direct comparison of gene–gene correlation coexpression within modules between disease stages is unsuitable because the sample size in each stage varies. Therefore, we adopted a previously developed measure of the preservation density in intramodular connections between two networks (Dewey et al., 2011), and random permutation was run to assess their significance of preservation density (see Materials and methods). We defined modules with preservation density higher than 95% random permutations as significantly conserved and those with preservation density lower than 95% random permutations (empirical P < 0.05) as significantly disrupted (Figure 5C and D, and Table 1). To identify modules with significant differential...
expression across phenotypes, we identified differentially expressed genes (adjusted \( P < 0.05 \)), and measured the enrichment in the module using a permutation-based approach (see Materials and methods). The reported empirical \( P \)-value was equivalent to the proportion of random permutations in which random gene modules of the same size had a greater significance of DE than the module tested (Figure 5C and D, and Table 1). To this end, out of 15 HBV modules and 17 HCV modules, we identified 3 HBV modules and 2 HCV modules as oncogenic modules (italic type in Table 1), and 2 HBV modules and 2 HCV modules as dysfunctional modules (bold black in Table 1).  

Comparison of selected HBV and HCV modules

Natural questions following module identification are (i) what are the similarities and differences between HBV and HCV modules? (ii) What are the dysfunctional implications for such similarities and differences for HCC? In this section, we analyzed the overlap between modules and enrichment of functional annotations to answer these questions.  

Comparison of module overlap. First, comparisons of gene compositions of HBV and HCV modules based on the Fisher's
Inflammation-related oncogenic and dysfunctional modules, their top functional annotations and viral targets. Bo ld font corresponds to significant disruption (score > 0.99), and asterisk corresponds to significant preservation (score > 0.99). If a module has both significant disruption and preservation in the same stage of progression, only disruption is considered.

Comparison of functional enrichment. Secondly, common pathways of biological process were found in both HBV and HCV modules, which were associated with a wide range of functions that can be grouped into several categories: regulation of apoptosis, immune response, inflammation, cell cycle, cell migration, intracellular transport, signal transduction, and nitrogen compound catabolic process (Table 2). They represent general dysfunctional processes that are related to carcinogenesis, regardless of viral types. Distinct functional annotation clusters were also identified, which suggests the differences between HBV and HCV. A detailed functional enrichment of GO annotations in these modules is provided in the Supplementary Tables S3 (HBV modules) and S4 (HCV modules), and all GO terms mentioned in this section are highlighted in yellow background to facilitate search.

We are most interested in inflammation-related oncogenic modules, because they indicate the oncogenic processes that are directly activated by virus (these modules are recapitulated in HCC but not in normal liver tissues). The most contrasting distinction is that positive regulation of apoptosis (BM2, HBV, blue, 3.89E–6), programmed cell death (BM2, HBV, blue, 4.62E–5)
and cell death (BM2, HBV, blue, 5.05E−6) were top enriched in HBV infection-related modules whereas negative regulation of apoptosis (CM22, HCV, turquoise, 4.0E−6), programmed cell death (CM22, HCV, turquoise, 5.73E−6) and cell death (CM22, HCV, turquoise, 6.12E−6) were top enriched in HCV infection-related modules. The HCV oncogenic module was also top enriched in positive regulation of transcription (CM22, HCV, turquoise, 1.69E−6). This is in concordance with previous research findings that anti-apoptosis is predominant in HCV while pro-apoptosis is predominant in HBV, and that transcription regulation is activated in HCV (Honda et al., 2006). As is summarized previously (Bouchard and Navas-Martin, 2011), one of the mechanisms for HBV-induced HCC is the endless cycle of destruction of HBV-infected hepatocytes by immune cells and concomitant liver regeneration, during which a mutagenic environment is generated. In HCV-induced HCC, however, chronic inflammation that changes the microenvironment but does not lead to immediate death of infected hepatocytes plays the leading role. In fact, HCV core protein targets several tumor suppressor proteins (such as P53, P73, and pRb; Zhang and Horvath, 2005), and HCV non-structural NS5A protein can block the cell death activity while promoting cell survival pathways by interacting with various cellular regulators (Lan et al., 2002; Chung et al., 2003).

We observed that intracellular transport (BM23, HBV, red, 5.37E−4), intracellular protein transmembrane transport (BM23, HBV, red, 9.02E−3), and transmembrane receptor protein tyrosine kinase signaling pathway (BM23, HBV, red, 1.20E−2) were top enriched in a HBV oncogenic module. Since cell surface receptor and intracellular signaling factors define the host range of HBV (Seeger et al., 2007), these processes can be related to the entry of uncoated HBV into hepatocytes. Interestingly, nucleocytoplasmic transport (BM23, HBV, red, 0.044) and nuclear transport (BM23, HBV, red, 0.047) are uniquely, although marginally, enriched in the HBV oncogenic module, which is consistent with the fact that HBV is able to transport its DNA genome into the nucleus (Rabe et al., 2009). For HCV, endosome to lysosome transport (CM15, midnightblue, 3.46E−3) and endosome transport (CM15, midnightblue, 5.95E−3) were top enriched in a dysfunctional module. Since endosome and lysosome are compartments of the endocytic membrane transport pathway, this is consistent with our existing knowledge that the whole body of HCV enters hepatocytes via endocytosis (Ashfaq et al., 2011). Compared with HCV, intracellular transport can play more important roles in carcinogenesis in HBV.

Figure 6 Overlap in gene compositions between HBV and HCV modules. Significance of pairwise module–module overlap was based on Fisher’s exact test P-values. All HBV oncogenic modules (BM2, BM15, BM23) and HCV oncogenic modules (CM18, CM22) have significant overlap with each other, e.g. BM2 with CM18, BM15 with CM18, BM23 with CM22, representing smaller subsets of genes within modules that are consistently coexpressed in both HBV- and HCV-liver tissues. However, it is the different network properties and combinations of these subsets of genes that lead to the distinct functional annotations enriched in the corresponding HBV and HCV modules.
Another of our discoveries is that in both of the oncogenic HCV modules (namely, CM18, red, and CM22, turquoise), immune response (CM18, HCV, red, 9.55E−4) and inflammatory response (CM22, HCV, turquoise, 1.61E−5) were top enriched. Previous research reported that immune response and inflammatory phenotypes are predominant in HCV compared with HBV (Iizuka et al., 2002; Honda et al., 2006), and our result further suggested that compared with HBV-HCC, these two processes are more likely to be oncogenic for HCV-HCC. The HCV oncogenic module was uniquely enriched in lipid storage (CM22, HCV, turquoise, 0.0026) and previous findings also reported that lipid metabolism (Ura et al., 2009) is activated in HCV but not in HBV.

We also investigated the inflammation-related dysfunctional modules, because they represent tumor-suppressive processes that are disrupted upon cancer transformation. We observed that DNA damage response and signal transduction were uniquely enriched in the HBV dysfunctional module (BM9, HBV, darkred, 6.68E−3), and this is in concordance with previous research findings that DNA damage and signal transduction pathways are activated in HBV but not in HCV (Honda et al., 2006; Ura et al., 2009). In HCV dysfunctional modules, epithelial cell proliferation (CM23, HCV, yellow, 5.19E−5) was top enriched, which may be related to response to chronic inflammation upon HCV infection. Different cellular processes and pathways represented by human protein targets of HBV and HCV

Beyond investigating the similarities and differences in these inflammation-related HBV and HCV modules in terms of gene compositions and functional annotations as well as dysfunctional implications, we attempted to provide a root cause analysis by exploring the human protein targets of HBV and HCV. Given that infection with HBV or HCV is one of the major risk factors contributing to HCC (Tsai and Chung, 2010), we considered whether it is the similarities and differences in viral targets of human proteins that explain the observed results. We constructed two interactome networks for human proteins interacting with HBV or HCV proteins (Supplementary Figure S1). The HCV interactome,
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consisting of 11 HCV proteins and 481 human proteins, was generated from both Y2H assay and literature text-mining (de Chassey et al., 2008), and the HBV interactome, consisting of 5 HBV proteins and 250 human proteins, was generated from text-mining (Wu et al., 2010). We analyzed the pathway enrichment for each interactome to check whether HBV and HCV human protein targets correspond to distinct cellular pathways. A full list of enriched pathways and their gene compositions for HBV and HCV human protein targets is provided in Supplementary Tables S5 and S6, respectively. To analyze common and distinct cellular pathways represented by the two interactomes in a clear manner, we grouped annotations into clusters according to their semantic similarity (Kappa similarity threshold = 0.4) and ranked these functional annotation clusters (see Materials and methods for details). HBV human protein targets were found to be enriched in cancer pathways (rank 1, score = 5.08), inflammatory/immune pathways (rank 2, score = 3.1), and apoptosis signaling pathways (rank 3, score = 2.85). The HCV human protein targets were found to be enriched in cell surface interactions (rank 1, score = 5.03), and cancer pathways (rank 3, score = 1.51; Table 2). A detailed characterization of the functional annotation clusters is also provided in Supplementary Tables S5 and S6. Thus, we found that the cancer pathway is shared by two interactomes, but the HBV interactome is most enriched in apoptosis and the inflammatory/immune pathway while the HCV interactome is most enriched in cell surface interactions and the cell cycle.

The difference in annotated clusters between HBV and HCV interactome was confirmed by the distinct life cycles of HBV and HCV. HBV is non-cytopathic, and only its encapsulated DNA genome can be transported into the cell (Seeger et al., 2007). The virus-induced liver injury is associated with the influx of immune cells into the liver and the destruction of HBV-infected hepatocytes (Guidotti et al., 1999). Integration of viral DNA into the host genome can induce DNA recombination and damage (Bonilla Guerrero and Roberts, 2005). In contrast, HCV interacts with the host cell surface, and the whole virus is transported into the cell via receptor-mediated endocytosis (Blanchard et al., 2006). HCV is unable to reverse transcribe its RNA genome and thus unable to integrate into the host genome (Ashfaq et al., 2011). Our module-based approach not only re-addressed these aspects, but also identified pro-apoptosis and anti-apoptosis as the driving force of carcinogenesis in HBV and HCV, respectively, which cannot be revealed by existing standard methods such as differential expression and viral targets. First, we found no gene significantly differential expressed between HBV-infected and HCV-infected liver samples (Supplementary Table S8), rendering direct comparison of gene expression profiles in this status impossible. Second, we could not have selected those interesting inflammation-related modules and further classified them into four types without the use of module preservation in normal livers and HCC. Those modules act as driving forces of carcinogenesis in HBV and HCV, respectively. The top enriched functional annotations of these modules are also in concordance with previous research and consistent with our existing knowledge of the distinct lifecycles of HBV and HCV in hepatocytes. In addition, the top enriched transmembrane transport and transmembrane receptor signaling pathway in one HBV oncogenic module suggested their potentially important roles in HBV-HCC.

Notably, our discoveries in distinct functional annotations represented by HBV and HCV modules could not have been revealed by existing standard methods such as differential expression and viral targets. First, we found no gene significantly differential expressed between HBV-infected and HCV-infected liver samples (Supplementary Table S8), rendering direct comparison of gene expression profiles in this status impossible. Second, we could not have selected those interesting inflammation-related modules and further classified them into four types without the use of module preservation in normal and HCC livers, which is also the advantage of our approach over other coexpression-based analysis of gene expression only in disease status, or disease vs control status (Vliev et al., 2010). It should also be noted that if starting from modules in normal status, the viral infection oncogenic modules would be missed; and if starting from modules in HCC, the viral infection dysfunctional modules would be missed as well. Our theme is to identify these modules upon viral infection which we regarded as a process critical to HCC. Moreover, we narrowed down our analyses of these oncogenic and dysfunctional modules by considering all the combinatorial cases of module preservation in the three stages. The transit modules might particularly indicate the dysfunctional responses of virus infection, while we mainly focused on these repetitive modules in multiple disease progression stages. Third, we fully utilized the inherent variability in gene expression that exists in the same phenotype samples, and
further incorporated both the change of gene expression levels and the change of gene–gene coexpression relationships (i.e., connectivity) on the module level. By using a permutation-based approach, we eliminated the effect of different sample size between groups in the identification and comparison.

Materials and methods
Microarray data and workflow

Figure 1 shows the overview of our framework. A toy example of constructing gene coexpression network is illustrated in Figure 1A, our computational procedure is summarized in Figure 1B, and the module identification and classification of four types of modules are summarized in Figure 2. We analyzed four microarray datasets from independent studies, and a summary of the four datasets is described in Supplementary Table S1. The primary results were based on Kanazawa data (Honda et al., 2006; Iliiev et al., 2010). The other three datasets were mainly used for validation purposes. Both GSE14323 (Mas et al., 2009) and GSE19665 (Deng et al., 2010) were analyzed using the Affymetrix HG-U133A platform, and therefore, a probe set summary for each dataset was obtained using the RMA method in the affy package in R (Gautier et al., 2004). GSE3500 (Chen et al., 2002, 2004) was retrieved from the Stanford Microarray Database, using regression correlation. For GSE3500, samples and probe sets with >20% missing values were filtered, and the remaining missing values were imputed using impute package in R (Troyanskaya et al., 2001). When multiple probe sets were mapped to the same gene Entrez ID, the average expression vector was computed and used. Gene coexpression modules were identified from HBV- and HCV-infected liver samples, and validated on respective independent datasets. Only verified modules were used to analyze the dynamic change of modules during three stages of disease progression in HBV and HCV, respectively.

Weighted gene coexpression network construction and module identification

We built the weighted gene coexpression networks (Zhang and Horvath, 2005) for HBV and HCV by computing the gene correlation coexpression and inferring the coexpression networks in 36 HBV-infected samples and 35 HCV-infected samples, respectively. In a weighted gene coexpression network, the nodes represent genes and the edges represent the connection strength (adjacency), $a_{ij} = |\text{cor}(x_i, x_j)|^\beta$, between the two gene expression profiles $x_i$ and $x_j$. A major advantage of weighted networks is that the results are highly robust with regard to the choice of parameter $\beta$. Zhang and Horvath (2005) proposed a scale-free topology criterion for choosing $\beta$, and here we chose it to be six so that this yields approximately the same number of modules for HBV- and HCV-infected liver samples. The final adjacency was further transformed into a TO (Yip and Horvath, 2007). Then the modules were detected using the Dynamic Tree Cut algorithm (Langfelder et al., 2007; deep split = 2, cut height = 0.995, other parameters are defaulted).

As previously proposed, the module membership, $k_{ME}$, for each gene is defined as the Pearson’s correlation between the expression level of the gene and the ME to which the gene belongs (Dong and Horvath, 2007). The $k_{ME}$ for each gene was measured and the gene was assigned to the module which maximizes its $k_{ME}$. To avoid capturing weak associations, genes with $k_{ME} < 0.3$ for all of the MEs were assigned to none of them.

Functional annotation of gene sets and viral infection modules

Functional annotations of the gene sets and modules were performed on the basis of their gene composition using DAVID (http://david.abcc.ncifcrf.gov/). In DAVID, the reported $P$-values were derived from the EASE score probability, and a modified Fisher’s exact test that is more conservative than the standard Fisher’s exact test. ‘BBID’, ‘BIOCARTA’, ‘KEGG_PATHWAY’, ‘PANTHER_PATHWAY’, and ‘REACTOME_PATHWAY’ were selected for pathway enrichment analysis of viral protein targets. For characterization of modules, ‘GO_BP_FAT’ was selected. Due to the redundancy of annotations, similar or relevant annotations often appear repeatedly. We also adopted the functional annotation clustering provided in DAVID to help focus on biology in our study. We set the classification stringency to Medium, and clusters were ranked according to their $P$-values, which have exactly the same meaning as $P$-values for individual terms, and a false discovery rate (FDR) accompanying with each term was also reported.

Module internal validation and external validation

The purpose of internal validation is to rule out the possibility that some modules are based on gene coexpression across the full set of samples whereas others are the result of coordinate gene regulation in a subset of samples. Co-clustering statistics (Langfelder et al., 2011) is a cross-tabulation-based statistics for determining whether modules in the reference dataset are preserved in a test dataset. Reference modules are labeled $q = 1, 2, \ldots, Q^{\text{ref}}$, test modules are labeled $q^* = 1, 2, \ldots, Q^{\text{test}}$, and the number of genes in module $q$ or $q^*$ is denoted by $n(q)$ or $n(q^*)$. For HBV and HCV, respectively, we randomly chose 70% samples and identified modules, using the same procedure as described above, and iterated the random sampling and module identification process 100 times and generated 100 sets of test modules, $(q_i, i = 1, \ldots, 100)$. For each set of modules, we computed its co-clustering statistics with reference modules, $q$ (modules identified from full set of samples). The proportion of pairs of genes in both module $q$ and module $q^*$ is given by $\text{propCoClustering}(q, q^*) = \left( \frac{n_{qq^*}}{n(q) n(q^*)} \right)^{\frac{1}{2}}$, where $n_{qq^*}$ is defined as the number of genes that are both in the reference module $q$ and in the test module $q^*$, the co-clustering statistics for module $q$ is defined as the sum of the above proportions over all clusters $q^*$ in the test clustering, $\text{coClustering}(q) = \sum_{q^*} \text{propCoClustering}(q, q^*)$. Then, a permutation test for 100 times was conducted for each test set of modules to determine whether the observed co-clustering statistics are significantly different from those expected by chance. Finally, we selected the reference modules with significant co-clustering statistics in 95% of the test sets.

To validate the reproducibility of modules in independent datasets, we identified coexpression modules in independent datasets (GSE14323 for HCV and GSE3500 for HBV individually) using the same procedures as described above and
extracting the common genes shared by two datasets, then we computed the significance of module overlap based on the Fisher’s exact test using the common genes and their module memberships.

Module preservation in different disease stages

To capture both the dynamics of individual gene expression and the dynamics of gene–gene correlation coexpression relationships (Miller et al., 2010) between disease stages as shown in Figure 5, for each module we analyzed the enrichment of differentially expressed genes and the preservation of coexpression network topology using the permutation-based approach.

First, DE genes, \( g_i \) (adjusted \( P \)-value < 0.05), were identified using the LimFit function provided in the R limma package (Smyth, 2004), and a \( t \)-score was assigned to each gene that quantified the significance of DE between phenotypes. A full list recording the significance of differential expression for each gene, normal vs viral infection and viral infection vs HCC, is provided in Supplementary Table S8. For each module, an average \( t \)-score was computed by dividing the sum of individual \( t \)-score by module size, \( t \)-score\( (M_i) = \left( \sum_{g_i \in M_i} |t\text{-score}(g_i)| \right) / \text{size}(M_i) \). The significance of DE enrichment is given by the proportion of 1000 permutations in which random modules of the same size associated with a larger \( t \)-score than the reference module.

To evaluate the preservation of modules between two gene coexpression networks, \( N_i \) and \( N_m \), constructed from samples of different size, we adopted a previous measure of intramodular connectivity preservation (Dewey et al., 2011). We first computed the intramodular connectivity (Dong and Horvath, 2007) vectors \( k^i \) and \( k^m \), where \( k_i = \{ k_i : k_i = \sum_{j \neq i} a_{ij} \} \), \( k_i \) is the intramodular connectivity of node \( i \), \( a_{ij} \) is the adjacency, and nodes \( i \) and \( j \) belong to the same module \( M \). Then for each module \( M_i, M_j \in M \), we computed its intramodular connectivity preservation \( \text{Pres}_{M_i, M_j} = \text{cor}(k^i_{\text{in}(M_i), k^m_{\text{in}(M_j)}) \). Under the null hypothesis that the derived module, \( M_j \), is preserved between \( N_i \) and \( N_m \), no better than modules derived from random clustering, we randomly permuted gene labels so that modules of the same size but random gene composition were generated. 1000 such permutations were performed, and the proportion of permutations in which \( \text{Pres}_{M_i, M_j} > \text{Pres}_{M_i, M_j}^{\text{rand}} \) was used to evaluate the significance of test. Such a test was used to evaluate the preservation of modules in normal and HCC, for HBV- and HCV-liver samples, respectively. Since samples in viral-infected liver tissue consist of four stages of fibrosis, we also computed the enrichment of genes significantly correlated with fibrosis for each module using similar statistics as described above, where \( \text{cor}(M_i) = \left( \sum_{g_i \in M_i} |\text{cor}(g_i)| \right) / \text{size}(M_i) \).

Supplementary material

Supplementary material is available at Journal of Molecular Cell Biology online.
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