Diagnostics of baryonic cooling in lensing galaxies
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ABSTRACT

Theoretical studies of structure formation find an inverse proportionality between the concentration of dark matter haloes and virial mass. This trend has been recently confirmed for $M_{\text{vir}} \gtrsim 6 \times 10^{12} \, M_\odot$ by the observation of the X-ray emission from the hot halo gas. We present an alternative approach to this problem, exploring the concentration of dark matter haloes over galaxy scales on a sample of 18 early-type systems. Our $c - M_{\text{vir}}$ relation is consistent with the X-ray analysis, extending towards lower virial masses, covering the range from $4 \times 10^{11}$ up to $5 \times 10^{12} \, M_\odot$. A combination of the lensing analysis along with photometric data allows us to constrain the baryon fraction within a few effective radii, which is compared with prescriptions for adiabatic contraction (AC) of the dark matter haloes. We find that the standard methods for AC are strongly disfavoured, requiring additional mechanisms – such as mass loss during the contraction process – to play a role during the phases following the collapse of the haloes.
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1 INTRODUCTION

Dark matter haloes constitute the scaffolding on which the luminous component of cosmic structure can be detected in the form of galaxies. The connection between ordinary matter (i.e. ‘baryons’) and the dominant dark matter can only be found indirectly because of the elusive nature of the latter. Theoretical studies give useful insight under a number of assumptions about the properties of the dark matter component. N-body simulations predict a universal density profile (Navarro, Frenk & White 1996) driven by two parameters, the mass of the halo – usually defined out to a virial radius – and the concentration, given as the ratio between the scale length of the halo ($r_s$, where $\Delta \log \rho/\Delta \log r = -2$) and the virial radius. A number of N-body simulations (see e.g. Bullock et al. 2001; Macciò et al. 2007; Neto et al. 2007) display a significant trend between these two parameters, mainly driven by the hierarchical build-up of structure. Massive haloes assemble at later epochs – when the background density is lower because of the expansion of the Universe. Hence, we expect a trend whereby concentration decreases with increasing galaxy mass. An observational confirmation of this theoretical result by means of model-independent mass reconstruction gives insights into the interplay between luminous and dark matter.

Over cluster scales it is possible to explore the dark matter halo via its effect on the gravitational potential. The X-ray bremsstrahlung emission from the hot gas in the intracluster medium acts as a tracer of the potential. If assumptions are made about the dynamical state of the cluster, one can constrain the halo properties (see e.g. Sato et al. 2000). Buote et al. (2007) found a significant correlation between dark matter halo and mass, as expected from theoretical studies. Their sample covers a range from massive early-type galaxies up to galaxy clusters. In this paper, we extend the observational effort towards lower masses, constraining the haloes over galaxy scales by the use of strong gravitational lensing. By targeting a sample of strong lenses at moderate redshift ($z \sim 0.5$) we probe the mass distribution out to a few ($\sim 4$) effective radii. Other approaches to probe dark matter haloes over galaxy scales involve the use of dynamical tracers such as the bulk of the stellar populations (Gerhard et al. 2001). While Sauron data, as used in Cappellari et al. (2006), are restricted to 1–2 effective radii by the surface brightness detection limit of the observations and contain thus little information on the properties of the haloes, studies based on more extended data are available (see e.g. Thomas et al. 2009). Additionally, planetary nebulae in the outer regions of galaxies (Hui et al. 1995; Romanowsky et al. 2003; Deason et al. 2012) or globular clusters (Côté et al. 2001; Romanowsky et al. 2009; Schuberth et al. 2010) make it possible to probe the dark matter profile. Being evolved phases of the underlying stellar populations, planetary nebulae can be considered unbiased tracers of the gravitational potential (see e.g. Coccato et al. 2009). Through their emission lines, it is possible to trace their kinematics out to large distances, reaching out to $\sim 5R_e$ (Douglas et al. 2002; Napolitano et al. 2009). However, the
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Figure 1. Comparison of two different modelling strategies on the lens PG 1115+080. Left: a fit to a three-component lens model (stellar, dark matter and external group) without population synthesis. Red dots mark the image positions and the red curve is the model critical curve. The blue dot is the model source position and the green curves show the model caustics. The grey-scale indicates stellar-mass fraction, while the black ellipse indicates the ellipticity and position angle of the stellar component. The semimajor axis of the latter is arbitrary, and set here to 2σ lens. Right: the red and cyan dots show the stellar and total enclosed mass, respectively, from the model in the left-hand panel. The red error bars enclosing the red dots correspond to a 1σ region around the best χ^2. The grey and black dots with error bars are the stellar mass and total enclosed mass, respectively, from the models in LFSF, which use pixellated lens models and population synthesis.

interpretation of the results is difficult because of the uncertainties regarding the parametrization of the halo mass, anisotropy, shape or inclination (de Lorenzi et al. 2009). Gravitational lensing studies do not suffer from the inherent degeneracies of methods regarding the modelling of the dynamical tracers, although it is fair to say that lensing studies have other modelling degeneracies, as we discuss in the following section. Ultimately, a comparison between all these methods is key to a robust assessment of the c−M_{vir} relation.

Our recent study of stellar and total mass in lensing galaxies (Leier et al. 2011, hereafter LFSF) indicated an inverse trend of concentration with mass. Those results, however, applied to radii much smaller than the virial radius r_{vir}. In this work, we extend this analysis by extrapolating the inferred dark matter profiles out to r_{vir}, to determine whether the concentration/mass trend persists to lower masses, i.e. galaxy haloes. We then try to reconstruct the possible concentrations of the dark matter haloes before adiabatic contraction (AC) due to the baryons.

We consider a sample of 18 early-type lensing galaxies. In LFSF, these galaxies (plus two disc galaxies and one ongoing major merger) were decomposed into stellar and dark matter profiles. The stellar mass or M_{stel} profiles were obtained by fitting stellar population synthesis models to the star light. The lensing mass or M_{lens} profiles were obtained from lens models. The difference between these is assumed to be the dark matter profile.

In Section 2, we summarize the method of deriving the dark matter profile as M_{lens} − M_{stel}. We also consider the technique of simply fitting a two-component lens model. The latter technique, in a test case (see Fig. 1) appears adequate for estimating M_{lens} but significantly overestimates M_{stel}.

In Section 3, we fit well-known Navarro–Frenk–White (NFW) and Hernquist profiles to the dark and stellar-mass profiles, respectively. Fig. 2 shows the NFW and Hernquist parameter estimates and uncertainties for two of the galaxies, while Fig. 3 shows the dark matter profiles for the same two galaxies. The NFW fits automatically provide a virial mass M_{vir} and a concentration c, in effect extrapolating the dark matter profile out to the virial radius r_{vir}. Fig. 4 shows M_{vir} and c for all 18 galaxies. The trend shown in Buote et al. (2007) is seen to extend down to virial masses of 10^{12} M_☉.

Figure 2. Parameter fits to dark matter and stellar (ΔM and M_{stel}) profiles for the lens galaxies B0047 and HE2149. Top: a χ^2 map of the NFW parameter space for ΔM, in grey-scale with contours of Δχ^2 = 1, 2, 3. Red crosses mark the overall best fit. Cyan crosses mark best fits to profiles at the steep and shallow ends of the confidence region. Bottom: the same for the Hernquist parameters for the luminosity L.

Figure 3. Inferred dark matter profile ΔM and NFW fits, for the lens galaxies B0047 and HE2149. The red (cyan) line corresponds to the red (cyan) crosses in Fig. 2.
at projected radii where images are present. At smaller and larger radii, \( M_{\text{tot}} \) becomes progressively more uncertain. The outer radius of the mass maps is \( 2R_{\text{e}} \), where \( R_{\text{e}} \) is the radius of the outermost image. Since \( R_{\text{e}} \) depends on the redshift and details of the source position, \( 2R_{\text{e}} \) varies greatly among galaxies – from a quarter of the half-light radius \( (R_{\text{h}}) \) to several \( R_{\text{h}} \).

Of the sample modelled in LFSF, 18 galaxies are early-type systems. We exclude the Einstein Cross Q2237, which is the bulge of a spiral galaxy; B1600, which is likely to be a late-type galaxy viewed edge-on; and B1608, which is an ongoing merger. For these 18 early-type galaxies, there is no evidence of a significant gaseous component, and hence we may assume that \( \Delta M = M_{\text{tot}} - M_{\text{d}} \) is a map of the dark matter distribution. The lensing maps tend to have similar orientation to the stellar mass, and hence the \( \Delta M \) maps are fairly elliptical as well (Ferreras, Saha & Burles 2008). In LFSF, we obtained enclosed dark matter profiles \( \Delta M(< R) \) using a circularized aperture along the elliptical isophotes, i.e. following the luminous distribution.

An alternative approach (see e.g. Auger et al. 2010; Trott et al. 2010) consists of fitting a parametric lens model with separate components for stellar and dark matter. If the stellar component can be correctly recovered by this method, the analysis based on stellar population synthesis constrained by multiband photometry will be dispensable. The two approaches are contrasted in Fig. 1 in the case of the quad PG 1115+080. On the one hand, we prepared separate models for \( M_{\text{tot}} \) and \( M_{\text{d}} \) – a pixelated lens model for \( M_{\text{tot}} \) and a stellar-population model from the photometry for \( M_{\text{d}} \). On the other hand, we fitted the lensing data to a multicomponent parametric lens model: a de Vaucouleurs profile, plus an NFW halo, together with a singular isothermal sphere, adding external shear to account for a nearby galaxy group. We used the GRAVLEN S program (Keeton 2001) together with Markov chain Monte Carlo (MCMC) program for the best-fitting parameters. The effective radius was constrained to lie within the observational uncertainty \( R_{\text{e}} = 0.85 \pm 0.07 \) arcsec (Treu & Koopmans 2002). The positions, ellipticities and position angle were also allowed to vary.

We see from Fig. 1 that the parametric and pixelated lens models give similar results for the total mass profile. The pixelated method provides uncertainty estimates because it generates an ensemble of models. It is also computationally faster. However, the stellar mass is strongly overestimated by the parametric lens model, compared to the estimates based on population synthesis. In other words, the attempt to infer stellar masses from the lensing data alone fails. An explanation for this is suggested by the error bars on the total mass. We see that lensing provides a good estimate of the enclosed mass at radii comparable to the images, but gets progressively more uncertain as we move inwards or outwards. Thus, attempting to extract the profile of a subcomponent from this already-uncertain total mass profile (without adding more data) will tend to amplify the errors.

Hence, for the rest of this paper, we will use the separate models of \( M_{\text{tot}} \) and \( M_{\text{d}} \) from LFSF.

## 3 Virial Mass and Concentration

With the maps of \( \Delta M = M_{\text{tot}} - M_{\text{d}} \) surface mass density in hand, we now proceed to estimate a virial mass \( M_{\text{vir}} \) and a concentration \( c \) for each of the lensing galaxies. The method we adopt is to fit the profiles of \( \Delta M(< R) \) to the cumulative projected mass of an NFW profile, which is given by

\[
M_{\text{NFW}}(< R) = 4\pi\rho_{c}r_{s}^{3} \times F(R, r_{s}),
\]

\[
F(R, r_{s}) = \begin{cases} 
\log_{10}(1 + R/r_{s}) - \frac{1}{2} \log_{10}(1 + R^{2}/r_{s}^{2}) & R \leq r_{s} \\
\frac{R^{2}}{r_{s}} & R > r_{s}
\end{cases}
\]

\[
\rho_{c} = \frac{M_{\text{tot}}}{4\pi r_{s}^{3}}
\]

\[
r_{s} = \frac{GM_{\text{tot}}}{\rho_{c}}
\]

\[
G
\]

\[
\]
Baryonic cooling in lensing galaxies

Figure 5. Extension of Fig. 3 to the virial radius and for the whole lens sample. In each panel, there are three additional elements not present in Fig. 3: the vertical dashed line marks $r_{\text{vir}}$ inferred from the NFW fit; the outer isolated point shows the virial radius and virial mass inferred from abundance matching; the black curve is an NFW fit constrained to go through the abundance-matching point.

\[ F(r, r_s) = \ln \frac{r}{2r_s} + \begin{cases} 
\frac{1}{\sqrt{1 - \left(\frac{r}{r_s}\right)^2}} \cosh^{-1} \frac{r_s}{r}, & (r < r_s), \\
1, & (r = r_s), \\
\frac{1}{\sqrt{\left(\frac{r}{r_s}\right)^2 - 1}} \cos^{-1} \frac{r_s}{r}, & (r > r_s). 
\end{cases} \]  

Here, $r_s$ and $\rho_s$ are respectively the scale radius and scale density parameters on which the NFW profile depends. For $\Delta M(<R)$ we assumed an error $\sigma = \sqrt{\delta M_{\text{lens}}^2 + \sigma_M^2}$, where $\delta M_{\text{lens}}$ is half of the 90 per cent confidence interval given by the ensemble of lens mass models, and $\sigma_M$ is the standard deviation of stellar mass from population synthesis. The best-fitting values of the parameters can be found in Table 2.

For two example lenses, Q0047-280 and HE2149-274, we illustrate the results in more detail in Figs 2 and 3. The upper panels of Fig. 2 show parameter fits and $\chi^2$ contours. Note that the axes of these two panels are not simply $r_s$ and $\rho_s$ but rather $r_s/R_e$ and $\rho_s r_s^2$, in units of $M_\odot R_e^{-1}$. This choice tends to illustrate the...
parameters better. To check for the possibility of multiple local $\chi^2$
minima, we generated MCMC chains with $10^4$ steps for each lens. Such
additional minima can be excluded for physically interesting parameter
values. As a further check, we compute as before the NFW parameters based on a $\chi^2$ search that best fitted the steepest and shallowest profiles $M_{\text{lim}}(< R)$ allowed by the LFSF analysis of the lensing data. These are indicated by cyan crosses in Fig. 2 and, as expected, are roughly in the region of the fits to $\Delta M(< R)$.

The lower panels in Fig. 2 show parameter fits to the distributions of luminous matter, for the same two example galaxies, that we will use later, in Section 5. We use the well-known profile of Hernquist (1990). The enclosed projected form of the Hernquist (analogous to equation 1 for the NFW) is

$$L(< R) = \frac{M}{r_h} \left( \frac{R}{r_h} \right)^2 \frac{\chi(R, r_h) - 1}{1 - \frac{r}{r_h}},$$

where

$$\chi(r, r_h) = \left\{ \begin{array}{ll}
\frac{1}{\sqrt{1 - (r/r_h)^2}} \text{sech}^{-1}(r/r_h), & r \leq r_h, \\
\frac{1}{\sqrt{r/r_h} - 1} \text{sec}^{-1}(r/r_h), & r \geq r_h.
\end{array} \right.$$  

Again, the parameters and $1\sigma$ errors as well as our values for $r_{\text{vir}}$ are given in Table 2. Note that in the figure we show the contours with respect to total luminosity, i.e. $L \equiv M/\gamma$. 

Fig. 3 shows profiles of $\Delta M(< R)$, together with NFW fits and uncertainties. There is a tendency for the innermost point (in these two examples as well as in other lenses in our study) to be higher than the fit. We note that various simulations (Moore et al. 1998; Navarro et al. 2004; Diemand et al. 2005) indicate a somewhat steeper slope than the original NFW. Recently, Cardone et al. (2011) advocated a generalized NFW profile with an additional parameter. Furthermore, the presence of baryons will tend to steepen the central dark matter profile through AC (although we note that feedback effects, such as baryon ejecta from supernovae-driven winds, or dynamical interactions with smaller structures could have the opposite effect, making the inner dark matter profile shallower). We will address the issue of AC in Section 4. For now we assume that a projected NFW depending on scale radius $r_s$ and the normalization $\rho_s$ sufficiently describe the data.

From the NFW parameters $r_s, \rho_s$ and given the redshift of the halo, the virial mass $M_{\text{vir}}$ and concentration $c$ are easily derived. Consider first the mass enclosed in a sphere (not to be confused with the cylindrical enclosed mass, equation 1)

$$M_{\text{enc}}(< r) = 4\pi \rho_s r_s^3 \left( \ln \left(1 + \frac{r}{r_s} \right) - \frac{r}{r_s} - \frac{1}{2} \right),$$

and the mean enclosed density within a given radius

$$\langle \rho(< r) \rangle = \frac{M_{\text{enc}}(< r)}{\frac{4}{3} \pi r^3}.$$ 

The virial radius is $r$ at which the mean enclosed density equals a certain multiple $\Delta_c$ of the critical density, namely

$$\langle \rho(< r_{\text{vir}}) \rangle = \Delta_c \rho_c(z)$$

and the mass within the virial radius

$$M_{\text{vir}} = \Delta_c \rho_c(z) \times \frac{4}{3} \pi r_{\text{vir}}^3$$

is the virial mass. The concentration is defined as

$$c = \frac{r_{\text{vir}}}{r_s}.$$ 

The value for the overdensity is

$$\Delta_c = 18\pi^2 + 82x - 39x^2,$$

where $x = [\Omega_m(1+z)^3/3 - 1]$ and $E(z)^2 = \Omega_m(1+z)^3 + \Omega_{\Lambda}$ (Bryan & Norman 1998). This value of $\Delta_c$ gives the exact virial radius for a top-hat perturbation that has just virialized (see e.g. Peebles 1980). The galaxies in our sample would have virialized well before the observed epoch. Hence, if the observed redshift is used to derive $r_{\text{vir}}$, the value is unlikely to have the dynamical interpretation of a virial radius. Nevertheless, since such a definition of $r_{\text{vir}}$ is commonly adopted (e.g. Bryan & Norman 1998; Buote et al. 2007) we adopt it in the present work.

The values of $c$ and $M_{\text{vir}}$, along with errors calculated according to the projected $1\sigma$ regions of Fig. 2, are quantities that are listed in Table 2. Fig. 4 plots the values – there have been no previous data showing $M_{\text{vir}}$ versus $c$ such to small virial masses. For comparison, Fig. 4 also shows the results from Buote et al. (2007) of the X-ray $c-M_{\text{vir}}$ relation for 39 systems. These range in $M_{\text{vir}}$ from $6 \times 10^{12}$ to $2 \times 10^{15} \text{M}_\odot$. Buote et al. (2007) fit a power law

$$c = c_{14} \left( \frac{M_{\text{vir}}}{14} \right)^\alpha,$$

where $M_{14} = 10^{14} h^{-1} \text{M}_\odot$ is a reference mass and $c_{14}$ and $\alpha$ are constants independent of $M$, obtaining $\alpha = -0.17 \pm 0.03$. Leaving out the $(1+z)$ term gives $\alpha = -0.20 \pm 0.03$. As in their analysis, we use a bivariate fitting method for correlated errors and intrinsic scatter (BCES) due to Akritas & Bershady (1996), which gives $\alpha = -0.40 \pm 0.06$.

Note how in Fig. 4 the projected $1\sigma$ contours cover a smaller region than simple vertical and horizontal error bars would imply. This suggests that more information might be available with the appropriate tools. Hence, we tried alternative fitting approaches.

In a parametric bootstrap we randomly resample over arbitrary points within the $1\sigma$ contours, so that one point per lens is used for an ordinary least-squares fit. This is done for $10^4$ realizations. In a later run we ease the requirement of one point per lens and pick instead a number $n < 18$ out of the total number of lenses to perform the resampling. In all cases the mean value of the slope $\alpha$ stays the same, but its distribution gets broader for smaller values of $n$. For $n = 18$, the bootstrapping analysis yields
Figure 7. AC following Gnedin et al. (2004). Each row corresponds to a different set of values for the parameters \( A \) and \( w \) in equation (12). Each row shows the final concentration against (left) the initial concentration, (middle) the baryon fraction and (right) the scale radius of the baryons. The initial concentration can be read off the middle and right panels by comparing the grey bands with the left-hand panel of the same row. The coloured lines illustrate the effect of holding fixed two out of (i) initial concentration, (ii) baryon fraction and (iii) baryon scale radius.

\[ \alpha = -0.42 \pm 0.08 \]  

We also employed a piecewise analysis to check how the slope \( \alpha \) of the relation evolves and to see whether fits in common mass range yield similar results. Furthermore, we fit a combined sample of 57 objects. The results are shown in Table 1.

Going from high to low \( M_{\text{vir}} \) the slope increases from \(-0.10 \pm 0.05\) for \( M_{\text{vir}} > 10^{14} M_\odot \) to \(-0.20 \pm 0.13\) for \( M_{\text{vir}} < 10^{14} M_\odot \) (Buote et al. 2007) and finally \(-0.40 \pm 0.06\) for \( M_{\text{vir}} < 4 \times 10^{13} \). For the mass range between \( 6 \times 10^{12} \) and \( 1 \times 10^{14} M_\odot \), where the two samples overlap, we do not find significant differences – a two-dimensional Kolmogorov–Smirnov test for the overlapping region gives a \( p \)-value of \( \sim 0.5 \) under the null hypothesis that both samples are drawn from the same population. However, it should be noted that the reduced sample size and considerable scatter leads to large errors for both samples. A trend of \( \alpha \) with virial mass was first suggested by Navarro et al. (1996) and confirmed by Bullock et al. (2001) and Eke, Navarro & Steinmetz (2001) for simulations. Higher normalization factors compared to simulations are also known from a lensing study by Comerford & Natarajan (2007).

4 COMPARISON WITH ABUNDANCE MATCHING

Thus far we have computed \( c \) and \( M_{\text{vir}} \) under the assumptions that (a) an NFW profile is a good representation of the dark matter profile beyond the radial range probed for lens galaxies in LFSF, and (b) the dark matter profile is well constrained by pixellated studies of stellar and total mass, meaning also that the probed radial range is sensitive to the scale radius of the NFW profile and that the
uncertainties give a robust estimate of the suitable mass distributions. We now compare the quantities extrapolated to the virial radius with predictions using both simulations and Sloan Digital Sky Survey (SDSS)\(^2\) observations.

Abundance matching studies like Moster et al. (2010) and Guo et al. (2010) make use of cosmological simulations and galaxy surveys to determine the mass dependence of galaxies and their preferred host haloes. The stellar mass enclosed within a 2R\(_{\text{env}}\) aperture is known from our population synthesis modelling, as shown in LFSF. The stellar mass profiles do not change significantly beyond 2R\(_{\text{env}}\). Thus, we use the M\(_{\text{halo}}\)-M\(_{\text{stel}}\) relation from Moster et al. (2010) to infer a virial mass and the corresponding scatter (taken at the 1\(\sigma\) level). Note that the above abundance matching relations are based on Kroupa/Chabrier IMFs and thus consistent with the stellar masses used here. Fig. 5 shows the extrapolation of the NFW fits out to the virial radius. The figure also adds an extra point (r\(_{\text{vir}}\)^{AM}, M\(_{\text{vir}}\)^{AM}) marking the virial radius and mass from abundance matching. For 10 out of the 18 lenses, M\(_{\text{AM}}\) turns out to lie within the 1\(\sigma\) confidence region (grey shaded) around the original fit for \(\Delta M(R)\). Accordingly, we show a further NFW fit (black curve) that is constrained to pass through (r\(_{\text{vir}}\)^{AM}, M\(_{\text{vir}}\)^{AM}).

In Fig. 6 we show how the c-M\(_{\text{vir}}\) scatter plot changes when we impose abundance matching. The arrows point from values without the abundance-matching information to values including it, and the longer arrows are labelled. Going from Fig. 4 to Fig. 6 leads mostly to shifts along the direction of the relation, but the rms scatter with respect to the simple power-law fit almost doubles, from 0.145 to 0.258. In comparison, the Buote et al. (2007) sample has an rms scatter of 0.180. A mildly increased scatter can be found in simulations by Shaw et al. (2006) for virial masses between \(~3 \times 10^{13}\) and \(~10^{13.5}\) M\(_{\odot}\), which is most likely due to the indistinguishability between substructure and main haloes. However, this cannot explain the increased scatter we find. We can conclude that the extrapolation to r\(_{\text{vir}}\) inferred in Section 3 gives a reasonable extension to the c-M\(_{\text{vir}}\) relation. Abundance matching, on the other hand, appears to introduce a large discrepancy in some cases. Three of the galaxies (MG2016, B1422 and B1030) show a shift to a much higher concentration when the abundance matching is imposed. These are lenses for which M\(_{\text{vir}}\)^{AM} lies significantly below the extrapolation M\(_{\text{vir}}\). For MG2016, M\(_{\text{AM}}\) is even smaller than \(\Delta M(c<R)\) at the outermost radius of the lens model. Further three galaxies (Q0047, MG0414 and SBS1520) show large shifts towards lower concentrations. They belong to the highest redshift galaxies in our sample and are probed in an exceptionally large radial range, up to 10 per cent of the virial radius (see column 2R\(_{\text{env}}\)vir in Table 2). Moreover, MG2016 and SBS1520, which exhibit strongly discrepant M\(_{\text{vir}}\)^{AM}, have reconstructed mass profiles with comparatively small uncertainties.

So what is the reason for this discrepancy? A possible explanation is suggested by a visible correlation between the length of the arrows and the environment of the lenses. For extrapolated virial masses much lower than M\(_{\text{vir}}\) one may argue that lens profiles are shallower in group or cluster environments than in more isolated locations. This reflects the inverse proportionality of concentration and enclosed mass and is a consequence of hierarchical structure formation. Extrapolating mass profiles from shallower profiles leads necessarily to lower masses at r\(_{\text{vir}}\). In other words, if M\(_{\text{halo}}\)(M\(_{\text{stel}}\)) obtained from abundance matching is employed to determine M\(_{\text{vir}}\)^{AM}, we implicitly assume an isolated galaxy located within a ‘typical’ halo with respect to its stellar content and the halo definition used in the abundance matching procedure. For lenses with extrapolated virial masses much larger than M\(_{\text{vir}}\), the mere effect of the projected cluster environment might become more important; that is, although being relatively shallow, the projected total mass profile is strongly influenced by dark matter in the cluster acting as an additional convergence. This again causes the extrapolation to be significantly different from M\(_{\text{halo}}\)(M\(_{\text{stel}}\)). Examples for the latter case are MG2016 and B1422, which are located in the densest environments among our lenses with large groups or clusters showing many nearby galaxies (cf. table 1 in LFSF).

All eight lenses for which M\(_{\text{AM}}\) is strongly discrepant with M\(_{\text{vir}}\) in dense environments, whereas for six out of 10 remaining galaxies, there are no nearby objects reported so far. Current abundance-matching prescriptions do not consider environmental effects. Our results suggest that environment may significantly influence the M\(_{\text{halo}}\)(M\(_{\text{halo}}\)).

### 5 ADIABATIC CONTRACTION

In this section we will assess the extent to which the c-M\(_{\text{vir}}\) relation could be caused by AC of the halo. Blumenthal et al. (1986) proposed that during the formation of galaxy-sized structures, the collapse of the dissipative baryons towards the centre of the forming halo would exert a reaction on the dark matter density profile, making it steeper. This effect would mean that simple N-body simulations, such as those that led to the proposal of the NFW profile (Navarro et al. 1996), would underestimate the inner slope of the halo.

The concentrations derived in Section 3 would therefore represent the state of the halo after AC. In this section, we will refer to these concentrations as c\(_{\text{final}}\). Before AC, the concentrations are thought to have a lower value c\(_{\text{init}}\). At present, it is not clear whether or not c\(_{\text{final}}\) differed from c\(_{\text{init}}\) (e.g. Abadi et al. 2010) and it is conceivable that the impact of AC on dark matter profiles might be overestimated by commonly used recipes for baryonic cooling. Additional mechanisms such as dynamical encounters with smaller structures (see e.g. El-Zant et al. 2004; Cole, Dehnen & Wilkinson 2011) or the ejecta of baryons triggered by supernova-driven winds (Larson 1974; Dekel & Silk 1986; Brooks et al. 2007) could lead

\(^2\)http://www.sdss.org
Table 2. Lens identifier, redshift of the lens $z_L$, NFW scale radius $r_s$, NFW scale density $\rho_s$, inferred virial radius $r_{vir}$, outermost radius of the mass profiles in terms of the virial radius $2R_{200}$ (for the innermost radius multiply by $1/19$), Hernquist scale radius $r_h$, Hernquist scale luminosity $L_h$, virial mass $M_{vir}$, as defined in equation (8), the concentration as defined in equation (9) and stellar fraction $M_{stellar}/M_{vir}$.

<table>
<thead>
<tr>
<th>Lens</th>
<th>$z_L$</th>
<th>$r_s$</th>
<th>$\rho_s$</th>
<th>$r_{vir}$</th>
<th>$2R_{200}/r_{vir}$</th>
<th>$r_h$</th>
<th>$M/L_h$</th>
<th>$r_{vir}$</th>
<th>$M_{stellar}/M_{vir}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q0047</td>
<td>0.485</td>
<td>3.69</td>
<td>3.09</td>
<td>111.6</td>
<td>2.11</td>
<td>168.4</td>
<td>4.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>Q0142</td>
<td>0.49</td>
<td>40.3</td>
<td>40.3</td>
<td>206.3</td>
<td>29.2</td>
<td>416.5</td>
<td>7.62</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>MG0414</td>
<td>0.96</td>
<td>6.4</td>
<td>6.4</td>
<td>137.9</td>
<td>3.23</td>
<td>246.7</td>
<td>4.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>B0712</td>
<td>0.41</td>
<td>3.2</td>
<td>3.2</td>
<td>21.2</td>
<td>0.48</td>
<td>160.3</td>
<td>0.48</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>HS0818</td>
<td>0.39</td>
<td>16.5</td>
<td>16.5</td>
<td>60.9</td>
<td>4.64</td>
<td>360.7</td>
<td>4.64</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>RXJ0911</td>
<td>0.769</td>
<td>56.8</td>
<td>56.8</td>
<td>23.5</td>
<td>1.07</td>
<td>485.0</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>BR0952</td>
<td>0.63</td>
<td>3.75</td>
<td>3.75</td>
<td>23.5</td>
<td>0.85</td>
<td>132.5</td>
<td>0.85</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>QB0957</td>
<td>0.36</td>
<td>49.9</td>
<td>49.9</td>
<td>23.5</td>
<td>1.07</td>
<td>687.7</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>LBQS1009</td>
<td>0.88</td>
<td>11.9</td>
<td>11.9</td>
<td>23.5</td>
<td>1.07</td>
<td>231.7</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>B0130</td>
<td>0.6</td>
<td>12.0</td>
<td>12.0</td>
<td>23.5</td>
<td>1.07</td>
<td>327.3</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>HE1104</td>
<td>0.73</td>
<td>26.7</td>
<td>26.7</td>
<td>23.5</td>
<td>1.07</td>
<td>395.1</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>PG1111</td>
<td>0.31</td>
<td>11.9</td>
<td>11.9</td>
<td>23.5</td>
<td>1.07</td>
<td>224.3</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>B1152</td>
<td>0.439</td>
<td>9.43</td>
<td>9.43</td>
<td>23.5</td>
<td>1.07</td>
<td>261.2</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>B1422</td>
<td>0.337</td>
<td>25.9</td>
<td>25.9</td>
<td>23.5</td>
<td>1.07</td>
<td>368.4</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>SB1520</td>
<td>0.71</td>
<td>4.34</td>
<td>4.34</td>
<td>23.5</td>
<td>1.07</td>
<td>166.8</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>MG2016</td>
<td>0.10</td>
<td>28.8</td>
<td>28.8</td>
<td>23.5</td>
<td>1.07</td>
<td>369.5</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>B2045</td>
<td>0.87</td>
<td>10.7</td>
<td>10.7</td>
<td>23.5</td>
<td>1.07</td>
<td>339.5</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
<tr>
<td>HE1149</td>
<td>0.603</td>
<td>3.42</td>
<td>3.42</td>
<td>23.5</td>
<td>1.07</td>
<td>196.9</td>
<td>1.07</td>
<td>85.8</td>
<td>2.11</td>
</tr>
</tbody>
</table>

5.1 Comparing adiabatic contraction models

To analyse this issue, we make use of the halo contraction program of Gneidin et al. (2004), which incorporates the change in the dark matter density profile under AC, keeping $r M(<r)$ conserved. To take account of a wide range of orbit eccentricities, the code invokes the power law

$$ f_{rvir} = A (r_{rvir})^{w} $$

(12)

to describe the mean relation between orbit-averaged and current radius, and modifies the adiabatic invariant to $r M(<r)$. Equation (12) changes the eccentricity distribution of the mass profile, which is thus distorted by the usage of a mean radius in the invariant. Parameter $A$ defines the maximum eccentricity and causes $r M(<r)$ to be larger than $r M(<r)$ for $f_{rvir} < 0.44$ and smaller for $f_{rvir} > 0.44$. A larger invariant means more mass in the centre at the expense of the outer parts of the halo. The parameter $w$ defines how strong the shift is. The smaller $w$ the fewer errors are at the mass centre.

The case $A = w = 1$ therefore corresponds to the original prescription of Blumenthal et al. (1986), where the orbits are assumed to be completely circular. This case can be used as an upper limit to AC. The program provides the necessary resolution for comparison with our data, i.e. down to $10^{-3} r_{vir}$. The input parameters are $f_{rvir}$, the baryon fraction enclosed within $r_{vir}$, the baryonic scale length and the initial concentration of the dark matter halo, $c_{init}$. We take the baryon fraction as $M_{stellar}/(<2R_{200})/M_{vir}$, where $M_{stellar}/(<2R_{200})$ denotes the stellar mass enclosed in the total reconstructed radial range. For the baryon scale length, we use the fitted Hernquist scale radius $r_h$ derived in Section 3. This is preferred to making use of $R_h \approx r_h \times 1.8$ (Hernquist 1990), because our measured $r_h$ derived from the Petrovsky radius – do not agree precisely with the half-light radius of Hernquist profiles, which is a consequence of projected radii and circularized mass profiles. Furthermore, the Hernquist profile is originally used for the surface brightness distribution, whereas we fit in this case surface mass profiles. The $r_h/R_h$ best-fitting values turn out to be mostly lower but close to 1/1.8.

We run the contraction routine for a grid of parameters $(c_{init}, f_{rvir}, r_h/R_h)$ ranging from $(5, 0.005, 0.001)$ to $(60, 0.135, 0.015)$ in steps of $(1, 0.01, 0.002)$. We then fitted the contracted profiles via equation (5) to the data $\Delta M(<r)$ for $R_{rvir}$ ranging from $\sim 0.005$ to 0.12.

There are a number of uncertainties entering the analysis:

(i) Since the radial extent of a reconstructed profile is limited to twice the angular $R_{200}$ and a finite resolution, the aperture size changes from lens to lens.

(ii) In order to mimic the limited probed range (henceforth called aperture) by an equivalent range in the contracted profile, $R_{200}$ must be expressed in units of $r_{vir}$.

(iii) Baryon fraction as well as baryonic scale length depends on $M_{stellar}$ and $r_{vir}$, which are extrapolated quantities with their respective uncertainties.
Fig. 7 shows the results for three scenarios of AC. The leftmost panels show initial versus final (i.e. contracted) halo concentration. The top row corresponds to the original proposal of Blumenthal et al. (1986) ($A = 1.0$, $w = 1.0$, i.e. no correction for anisotropic orbits). In this case, we illustrate the increase in concentration as a blue line for fixed values of $f_b$ and $r_0/r_{\rm vir}$. The growing concentration towards low $c_{\rm ini}$ is a consequence of the interplay between radial aperture – i.e. the extent of the extrapolation – and the region affected by AC. The smaller the initial concentration the larger $c_{\rm ini}/c_{\rm ini}$ towards small radii for the same $f_b$ (we refer to this as the AC-sensitive case). As $c_{\rm ini}$ increases, the difference between the final and initial profiles subsides. Note that in our analysis, the further out we can probe the halo, the less affected is the fit and the extrapolation. However, for different combinations of $f_b$ and $r_0/r_{\rm vir}$, similar curves fill the grey-shaded region. To enable proper differentiation with respect to the initial concentration, we choose different shades of grey. The middle (rightmost) panels show the final concentration versus baryon fraction (i.e. $c_{\rm vir}/r_{\rm vir}$) fraction. The grey-colored regions map the same areas as those in the leftmost panels. The black dots with error bars represent our data. For the Blumenthal et al. (1986) case (top), there is clearly a disagreement between observationally inferred and contracted profiles. Especially the low-$f_b$ and low-$r_0/r_{\rm vir}$ regions show a significant departure from even the lowest final concentrations of the generic haloes. The middle row of Fig. 7 shows the AC prescription of Gnedin et al. (2004), which implements equation (12) with fiducial values $A = 0.85$ and $w = 0.8$ to take into account eccentric orbits. This phenomenologically motivated ansatz leads to smaller concentrations. There is still significant disagreement between data and the simulated contraction. The behaviour of $c_{\rm vir, final}$ as a function of $r_0/r_{\rm vir}$ for constant $c_{\rm vir, final}$ and $f_b$ is indicated by the solid magenta line. For the panels in the bottom row of Fig. 7, we changed the pre-defined values of $A$ and $w$ to 0.42 and 0.4, respectively. The orange line shows for fixed $c_{\rm ini}$ and $r_0/r_{\rm vir}$ the final concentration as a function of $f_b$. These values for $A$ and $w$ give good agreement with the lensing data even for low $c_{\rm ini}$, between 1 and 10. Compared to the AC prescriptions shown in the top and middle rows, the range of final concentrations is narrower, corresponding to a shallower $c_{\rm final}$--$f_b$ relation (middle panels). The latter can be equivalently expressed in terms of mass not drawn into the central region $<0.1 r_{\rm vir}$. Comparing mass profiles contracted according to Gnedin et al. (2004) with the ($A = 0.42$, $w = 0.4$) case shows that the latter transports less mass ($\sim 0.4$ per cent of the virial mass) into the central halo region, $<0.1 r_{\rm vir}$.

One of the intriguing results of this study is that even with a simple assumption of a common, mass-independent initial concentration, most of the final concentrations can be explained if $A, w$ are conveniently adjusted and $r_0$ is allowed to vary within uncertainties. There are a variety of results summarized as follows.

(i) There is slight evidence for lenses with lower baryon fraction to require higher initial concentrations.

(ii) Both smaller $c_{\rm ini}$ and smaller $r_0/r_{\rm vir}$ produce steeper $c_{\rm final}(f_b)$ curves. This effect is independent of the AC-sensitive case at very low $c_{\rm ini}$ (explained above).

(iii) When $A$ and $w$ are reduced, $c_{\rm final}(f_b)$ and $c_{\rm final}(r_0)$ become flatter, i.e. the differently shaded $c_{\rm ini}$ regions of the leftmost panels are mapped to narrower regions in the middle and right panels. Moreover, their overlap is reduced.

To study how sensitive our results are to the radial range, we additionally provide in Fig. 8 the results for reduced aperture sizes, i.e. ($\sim 0.005$--$0.09) r_{\rm vir}$ and ($\sim 0.003$--$0.06) r_{\rm vir}$ using the parameters $A = 0.85$ and $w = 0.8$. We find that even for the smallest radial range, fits do not yield agreement with our lens data. The case that we underestimate the radial extent of our lenses by a factor of 2 is in light of the relatively small uncertainties of the mass profiles and the errors attached to $r_0$ unlikely. Larger radial apertures yield even more disfavoured final concentrations compared to our lens data.

5.2 Initial concentration from weak adiabatic contraction

For the weak AC case ($A = 0.42$, $w = 0.4$) we compare the number of different ($c_{\rm ini}$, $r_0/r_{\rm vir}$) combinations producing final concentrations in agreement with our lens data and infer a $c_{\rm ini}$--$M_{\rm vir}$ plot as before, enriched by the information of the frequency distribution of initial concentrations (see Fig. 9). Although most of the data can be reproduced even by few initial concentrations of $\sim 1$, most of the ($c_{\rm ini}$, $r_0/r_{\rm vir}$) combinations with high $c_{\rm ini}$ produce final concentrations.
concentration in agreement with \( c_{\text{init}} \) and \( f_b \). The hue of the magenta column indicates the frequency distribution of \( c_{\text{init}} \) values whereas the 68 per cent (99 per cent) confidence interval is highlighted by strongest (faintest) colour.

Certainly, no strong quantitative conclusions can yet be drawn from these results, but judging by the confidence regions a strongly flattened \( c_{\text{init}}(M_{\text{vir}}) \) relation seems likely. These results are in agreement with the initial halo concentrations estimated by Lintott, Ferreras & Lahav (2006), who used a simple model of spherical collapse. In that model, massive galaxies from density fluctuations between 2\( \sigma \) and 3\( \sigma \) – roughly mapping the same mass range as our lensing galaxies – were found with initial concentrations between 3 and 10, with the most massive ones having lower concentrations. A flattened low-mass end of the \( c-M_{\text{vir}} \) relation is expected by simulations. To show this, we include results from Macciò et al. (2007) (solid line and grey 2\( \sigma \) band in Fig. 9), \( c(M, z) \) curves based on a toy model by Bullock et al. (2001) for redshifts in a range from 0 to 1.4 are in good agreement with results from \( N \)-body simulations. The toy model includes the free parameter \( K \) which takes into account the contraction of the inner halo beyond that required by the top-hat formation scenario. This contraction parameter is fixed for all haloes in their simulation. The difference between the simulated and observed \( c-M_{\text{vir}} \) relation is a well-known issue and a matter of ongoing studies. It is however worthwhile to mention that this discrepancy is even stronger for low virial mass. From the comparison between \( c_{\text{init}} \) vs. \( M_{\text{vir}} \) found in this study and simulations that investigate the redshift dependence, we can conclude that AC alone is not enough to explain the slope of the relation.

6 CONCLUSIONS

Strong gravitational lensing on galaxy scales constitutes a powerful tool to characterize dark matter haloes. In addition, combining photometric studies with stellar population synthesis allows us to assess the interplay between baryons and dark matter in the central regions of galaxies. This paper extends the work of LFSF by exploring in detail the concentration of the dark matter haloes of 18 massive early-type lensing galaxies. On a concentration–virial mass diagram (Fig. 4) we find these haloes to confirm and extend the 68 per cent (99 per cent) confidence interval is highlighted by simulations. To show this, we include results from Macciò et al. (2007) (solid line and grey 2\( \sigma \) band in Fig. 9).

Our sample includes information about the baryon fraction, enabling us to explore the validity of AC prescriptions, such as the one of Blumenthal et al. (1986) and Gnedin et al. (2004). We find that the standard modelling gives rather high final concentrations compared to our observations (Fig. 7). A tweak of the parameters in the AC prescription of Gnedin et al. (2004) causes the gain in mass of the central region \((<0.1r_{\text{vir}})\) to be \(\sim 4 \times 10^{-7}M_{\text{vir}}\) lower than in the previous case, which helps to solve the discrepancy. Furthermore, this results in a rather flat relationship between the initial concentration (i.e. pre-AC) and the halo.

We emphasize that this paper focuses on the fundamental aspect of AC caused by the collapse of the baryons during the formation of the haloes. Additional mechanisms acting later, arising from dynamical interactions (El-Zant et al. 2004; Cole et al. 2011) or stellar feedback resulting in the expulsion of baryons (see e.g. Read & Gilmore 2005; Brooks et al. 2007) may alter the inner slope of the dark matter halo, although these mechanisms are expected to be more important in lower mass galaxies. Nevertheless, the tweak in the AC prescription of Gnedin et al. (2004) could be interpreted as one of these mechanisms playing a role in the evolution of the structure of the haloes. In any case, our analysis suggests that AC can explain only part of the \( c-M_{\text{vir}} \) trend but is unlikely to be the sole origin of it.
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