Maximum Likelihood Outperforms Maximum Parsimony Even When Evolutionary Rates Are Heterotachous
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Heterotachy occurs when the relative evolutionary rates among sites are not the same across lineages. Sequence alignments are likely to exhibit heterotachy with varying severity because the intensity of purifying selection and adaptive forces at a given amino acid or DNA sequence position is unlikely to be the same in different species. In a recent study, the influence of heterotachy on the performance of different phylogenetic methods was examined using computer simulation for a four-species phylogeny. Maximum parsimony (MP) was reported to generally outperform maximum likelihood (ML). However, our comparisons of MP and ML methods using the methods and evaluation criteria employed in that study, but considering the possible range of proportions of sites involved in heterotachy, contradict their findings and indicate that, in fact, ML is significantly superior to MP even under heterotachy.

Among-site variation in substitution rates, representing differential functional constraints at any given time across the length of a sequence, has been successfully modeled by the use of the gamma distribution (Uzzell and Corbin 1971; Rzhetsky and Nei 1994; Yang 1996). The gamma parameter has since been incorporated into nucleotide-substitution models (see Nei and Kumar 2000; Felsenstein 2003), thus improving the accuracy of phylogenetic inference in such cases. Functional constraints can also change at a given site over time (across lineages), manifesting as a nonuniform substitution rate in different species at that site. Furthermore, these relative rates across species may also be different for different sites in the alignment. This condition where sites in an alignment evolve with different relative rates in different lineages in a phylogeny has been termed heterotachy (Philippe and Lopez 2001). Heterotachy is now increasingly recognized in molecular data sets (Lopez, Casane, and Philippe 2002; Citerne et al. 2003; Gribaldo et al. 2003; Philippe et al. 2003) and has even been specifically implicated in incorrect phylogenetic inference (Inagaki et al. 2004).

Similarity of functional constraints over time is a fundamental assumption in virtually all phylogenetic reconstruction methods, and studies attempting to understand the effect of heterotachy on phylogenetic inference are beginning to be undertaken. Recently, Kolaczkowski and Thornton (2004) (K&T) reported the results of a simulation study where they compared the performance of maximum parsimony (MP) and parametric methods (e.g., maximum likelihood, ML) in inferring the true four-taxa tree when the evolutionary rates were heterotachous and found that MP outperformed ML. Spencer, Susko, and Roger (2005) have since shown that ML can perform at least as well as MP (and sometimes even better) when the sequence evolution is governed by a more sophisticated model (K&T used a one-parameter model) and when many possible relative rate combinations are considered. We have examined the robustness of the conclusions of K&T in another dimension: the influence of the proportion of sites affected by heterotachy on the performance of MP and ML methods. This is because K&T assumed that 50% of the sites are affected by heterotachy. For simplicity and for the sake of direct comparison with the original study, we have used the exact simulation method and evaluation criteria employed by K&T (see Methods).

Using the simulation constructs of K&T, we estimated the minimum interior branch length required for 50% accuracy ($BL_{50}$) for the entire range of the proportion of heterotachous sites, $f_{II}$ (see Methods). We find that MP performs better (has lower $BL_{50}$) than ML only in the range 32% < $f_{II}$ < 68% (see also Gaucher and Miyamoto 2005). Thus, ML outperforms MP in more than 60% of the cases (fig. 1a), and the $BL_{50}$ required by ML is 20% lower than that required by MP on average. Furthermore, the proportion of trees inferred correctly ($P_C$) by ML is 50% higher than by MP (fig. 1b). This indicates that ML is superior over a wider range of the proportion of heterotachous sites and by a larger amount when it performs better. This is in contrast to the conclusions of K&T, who implied unqualified superiority of MP over ML under heterotachy.

These simulation studies reveal a peculiar pattern in the performance of MP under heterotachy: $BL_{50}$ does not appear to be significantly affected by a change in the percentage of heterotachous sites, as the interior branch length ($BL_{50}$) remains at 0.22 substitutions/site. MP is superior to ML at this specific interior branch length (see also K&T). However, it is significantly worse over a majority of the simulation conditions when this optimal branch length is reduced even by only 5% (fig. 1c). Overall, ML is seen to be three times more accurate than MP over the entire range of $f_{II}$ (fig. 1c), which again contradicts the primary findings reported by K&T.

Because it is typically not easy to determine the extent of heterotachy in most data sets, K&T advocate using both MP and ML when inferring phylogenies, based on their finding that MP is better than ML when there is heterotachy and the fact that ML outperforms MP when there is no heterotachy in the data (Nei and Kumar 2000; Felsenstein 2003). However, our findings and other recent results (Gaucher and Miyamoto 2005; Spencer, Susko, and Roger 2005) invalidate the reasoning of K&T because ML is found to be generally superior to MP even under heterotachy. Therefore, if MP and ML methods produce different phylogenetic trees for the same data set, there appears to be
little justification at present to believe that the MP tree is more accurate, even if evolutionary rates are heterotachous.

**Methods**

The simulation protocols and evaluation criteria were implemented as in K&T. We describe the basic design here in brief. The simulation was along a four-taxon tree ((A, B), (C, D)). Heterotachy was introduced into the data by conducting simulation along the tree separately for fractions \( f_H \) and \((1 - f_H)\) of the total sequence length. Two substitution rates, \( p \) and \( q \), were then alternated for the \( f_H \) fraction, such that A and C received substitutions at rate \( p \) and B and D received them at \( q \) (fig. 2a). For the \((1 - f_H)\) fraction of the sequence length, the rates were reversed so that \( p \) was the rate of substitution for taxa B and D and for A and C it was \( q \). This procedure ensured that, when \( p \) and \( q \) were different in magnitude, a given site, anywhere in the sequence, evolved with one rate for A and C and another for B and D, thus simulating different site-specific speeds in the phylogeny. The two fractions \( f_H \) and \((1 - f_H)\) of the sequences thus generated were then concatenated to produce a four-taxon data set with heterotachous sequences (fig. 2b).

We followed the K&T system for assigning site rates deterministically in order to generate results that are directly comparable. This simulation strategy is also biologically realistic because one would expect different functional domains within a gene or different genes in a concatenated sequence alignment to be good candidates for heterotachy. The level of heterotachy in a data set can be manipulated in at least two direct ways: (1) changing the relative values of \( p \) and \( q \) to bring about different intensities of heterotachy for a fixed percentage of sites \( f_H = 50\% \), and (2) altering the value of \( f_H \) to change the extent of heterotachy in terms of the fraction of the sequence length for fixed values of \( p \) and \( q \). K&T found that values of \( p = 0.75 \) and \( q = 0.05 \) substitutions per site brought about maximal reduction of ML performance when compared to homogeneous controls and MP. We used these values of \( p \) and \( q \) in our study, thus providing the worst-case scenario for ML. The value of \( f_H \) was fixed at 0.50 by K&T when comparing the relative performances of MP and ML. In our simulations, we considered the range \( 0.1 \leq f_H \leq 0.99 \) to allow for heterotachy to manifest over the range of possible proportions. The total concatenated sequence length in our study was 10,000 nt.

For phylogenetic inference with MP and ML we performed an exhaustive search using PAUP* 4.0b10 (Swofford 2001), with default parameter settings.
majority rule consensus tree was obtained (with the LE50 option turned on in PAUP*) for both methods if there were multiple equally parsimonious or equally likely trees.

Evaluation of the inferred trees was done using the criteria of K&T. Specifically, this involved two quantities: \( BL_{50} \) (the minimum internal branch length that was associated with 50% of the simulation replicates being inferred accurately) and \( P_C \) (proportion of simulation replicates inferred correctly).
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