RESEARCH ARTICLES

A Sequence-Based Model Accounts Largely for the Relationship of Intron Positions to Protein Structural Features
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Claims of intron-structure correlations have played a major role in debates surrounding split gene origins. In the formative (as opposed to disruptive or “insertional”) model of split gene origins, introns represent the scars of chimaeric gene assembly. When analyzed retrospectively, formative introns should tend to fall between modular units, if such units exist, or at least to exhibit a preference for sites favorable to chimaera formation. However, there is another possible source of preferences: under a disruptive model of split gene origins, fortuitous intron-structure correlations may arise because the gain of introns is biased with respect to flanking nucleotide sequences. To investigate the extent to which a sequence-biased intron gain model may account for the present-day distribution of introns, data on over 10,000 introns in eukaryotic protein-coding genes were integrated with structural data from a set of 1,851 nonredundant protein chains. The positions of introns with respect to secondary structures, solvent accessibility, and so-called “modules” were evaluated relative to the expectations of a null model, a disruptive model based on amino acid frequencies at splice junctions, and a formative model defined relative to these. The null model can be excluded for most structural features and is highly improbable when intron sites are grouped by reading frame phase. Phase-dependent correlations with secondary structure and side-chain surface accessibility are particularly strong. However, these phase-dependent correlations are explained largely by the sequence-based disruptive model.

Introduction

The question of what factors determine the positions of introns has been given much attention over the last 25 years (Blake 1978; Go 1981; Titterer et al. 1993; Stoltzfus et al. 1994; Logsdon et al. 1995; de Souza et al. 1996; Rzhetsky et al. 1997; Liu et al. 2005). Though a variety of factors might be invoked to account for the positions of introns, explanations often fall into 2 categories (Jellie et al. 1996; Qiu et al. 2004). In the “formative” category of explanation, the positions of introns reflect events of gene formation, as in the “exon theory of genes” (Gilbert 1987). In the “disruptive” or “insertional” interpretation, the positions of introns reflect evolutionary addition of introns to a gene region that was not split previously (Cavalier-Smith 1991; Palmer and Logsdon 1991).

A key implication of the formative view, as first recognized by Blake (1978), is that exons in protein-coding genes will tend to correspond to structural or functional units of proteins. A correspondence of exons to globular domains was anticipated originally (Blake 1978), but it soon became clear (Campbell and Porter 1983; Go 1983) that exons in animal genes are generally too short for such a correspondence. Later studies focused on spatially compact subdomain regions (Go 1981) referred to as “modules,” surface-accessible regions (Craik et al. 1983) and secondary structure motifs (Duester et al. 1986; Gilbert et al. 1986). These various claims led to a consensus of opinion that intron-structure correlations were the strongest evidence for a formative view of introns (Doolittle 1987), until a statistical analysis revealed that no single claim could be justified when applied consistently to multiple cases (Stoltzfus et al. 1994).
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Subsequent work on this issue has not resolved clearly the question of how introns correlate with structural features or what are the causes of this relationship. On the one hand, analysis of cases of exon shuffling (Pathy 1991) provides a clear proof of a formative role for introns and reveals a highly nonrandom tendency for introns to be located in interdomain regions (Liu and Altman 2003). On the other hand, with respect to estimating the extent to which the formative model accounts for the totality of intron positions in extant genes, the situation is much more confusing. Initially, advocates of the formative view (Gilbert 1987) tended to assume that each and every intron had a special structural meaning, its position—plus or minus a few nucleotides due to putative “sliding”—reflecting some formative event of primordial assembly or subsequent exon shuffling. In the late 1990s, a weaker formative theory emerged in a series of papers that continued to claim structural evidence for primordial formation of genes from exons, but no longer cited the totality of evidence from intron positions, instead focusing only on a subset of phase 0 introns that were claimed to fall in the boundaries between compact modules (de Souza et al. 1996, 1998; Roy et al. 1999; Fedorov et al. 2001). Others continue to argue the formative view from a proposed correlation with secondary structure (Contreras-Moreira et al. 2003; Barik 2004).

Meanwhile, it has become clear that the positions of introns could exhibit nonrandomness for a completely unrelated reason: the evolutionary process of intron gain exhibits nucleotide preferences, favoring the pattern MAG\GT, where “^” is the site of gain (Qiu et al. 2004; Sverdlov et al. 2004). This preference may be responsible for much of the nonuniformity in intron phases because the “target site” is nonuniformly distributed among phases due to biased codon usage (Ruvinsky et al. 2005; Nguyen et al. 2006). This same preference is also relevant to understanding intron-protein correlations. Long before Qiu et al. showed that the MAG\GT pattern flanking introns is largely due to
intron gain, Fichant (1992) had shown that the MAG GT pattern flanking introns largely explains biased amino acid composition at intron junctions, for example, a tendency for phase 1 introns to fall in a glycine codon (i.e., G A/GN). Obviously, because protein features correlate with amino acid sequence features, biased amino acid composition at a set of sites may result in biased structural properties for that same set of sites. Thus, nucleotide sequence preferences for intron gain are expected to generate intron-structure correlations, and it is possible that such preferences are largely or wholly responsible for any observed intron-structure correlations, as suggested by Stoltzfus et al. (1994).

In this study, we combine data on intron locations and protein structural features in order to assess the evidence for, and the causes of, any relation that might exist between intron positions and structural features of proteins. In principle, these data could be used to assess 3 models for such a relationship: a null model in which intron sites are a random sample of all sites, a disruptive model in which intron sites are biased due only to sequence preferences of intron gain, and a formative model in which intron sites are biased according to chimaerogenic potential. In practice, the formative model is poorly specified due to the lack of reliable measures of chimaerogenic potential, whereas the sequence-biased gain model can yield precise predictions due to the clear relationship between nucleotide and protein sequences (i.e., the genetic code) and the availability of data on the structural propensities of amino acids.

This analysis yields 2 conclusions. First, the null model can be rejected: there are systematic correlations between positions of introns and structural features, particularly when the introns are separated according to phase. Second, the model of sequence-biased intron gain largely explains the deviations from randomness. For instance, phase 1 intron positions tend to avoid helices and to favor coils, but these preferences are explained quantitatively by a glycine preference consistent with the MAG GT nucleotide preference for intron gain. These conclusions apply across vertebrate, invertebrate, plant, and fungal sets of genes, and they do not depend on excluding animal-specific (AS) sequence features, biased amino acid composition at a set of sites may result in biased structural properties for that same set of sites. Thus, nucleotide sequence preferences for intron gain are expected to generate intron-structure correlations, and it is possible that such preferences are largely or wholly responsible for any observed intron-structure correlations, as suggested by Stoltzfus et al. (1994).

Methods

Approach

The main aim of this work is to determine the extent to which a sequence-biased gain model accounts for any observed correspondence between intron positions and protein structural features. To do so, we define a null model, $H_0$, and a disruptive model, $H_D$; in some cases, it is possible to define a formative model, $H_F$, relative to $H_D$ or $H_0$. In the approach used here, these models generate quantitative knowledge-based predictions by incorporating observed frequencies and structural propensities of amino acids, as described below.

Null Model

In the null model, $H_0$, intron locations are chosen without respect to sequence or structure so that all possible intron sites are equally probable. For instance, under the null model, if 30% of residues are assigned to $\alpha$-helices, then 30% of intron sites are expected to fall in $\alpha$-helices, or more generally:

$$P_S = k_S,$$

(1)

where $P_S$ is the probability of an intron position that, relative to the encoded protein structure, maps to a site assigned to secondary structural element $S$ (helix, strand, and coil), and $k_S$ is the fraction of that same type of secondary structural element in a large nonredundant set of proteins. To distinguish the null hypothesis from $H_D$, we may specify further that the null model is not sensitive to phase

$$P_{\phi, S} = k_S,$$

(2)

where $P_{\phi, S}$ is the probability of a phase $\phi$ intron position that maps to a secondary structural element of type $S$.

Disruptive Model

In the disruptive model, $H_D$, any structural correlations with intron sites are due solely to biases in amino acid composition that reflect the nucleotide preferences for intron gain (Qiu et al. 2004; Sverdlov et al. 2004). Qiu et al. conclude specifically that these preferences are taxon specific (at least at the level of kingdoms) and that, even within a taxon, the intron gain preferences cannot represent a single target sequence such as AG GT but must reflect a mixture or statistical profile. Therefore, it is not possible to compute a precise quantitative expectation of the disruptive model without an equally precise statistical profile of kingdom-specific preferences for intron gain. Unfortunately, no such precise profile is available.

To circumvent this difficulty, we assume that amino acid frequencies at splice junctions can be used to reflect the effects of nucleotide preferences independent of structural effects. Thus, we evaluate $H_D$ in terms of an amino acid frequency model, in which the correlations of intron positions with structural features are predictable entirely based on the observed frequencies of amino acids near splice junctions. For instance, in the case of secondary structure:

$$P_{\phi, S} = \sum_i f_i q_{i, S},$$

(3)

where $P_{\phi, S}$ is defined as before, $f_i$ is the frequency with which an amino acid $i$ is associated with a phase $\phi$ intron position and $q_{i, S}$ is the propensity of any amino acid $i$ in a protein, to map to a secondary structural element, $S$.

Note 2 complications of this model. First, given that prior work (Qiu et al. 2004) revealed taxonomic differences in nucleotide preferences for intron gain, amino acid frequencies near splice junctions must be computed taxon specifically (however, we do not define the structural propensities of amino acids taxon specifically). Second, given that significant nucleotide preferences for intron gain extend from nucleotide sites $-3$ to $+2$ relative to the intron
site (Qiu et al. 2004), multiple amino acid sites may be affected even when considering a single intron phase, and each site would exhibit a different biased composition. However, because the preferences are weak except from −2 to +1, we assume that such effects can be ignored for phase 1 and 2 sites. For phase 0 introns, we consider 2 kinds of amino acid sites, the upstream or “phase 3” site and the downstream or “phase 0” site.

Refined (di–amino acid) Disruptive Model

The amino acid frequency model assumes that amino acids are independent. However, phase 0 introns lie between 2 codons that are both simultaneously affected by the MAG/GT preference for intron gain. Thus, under the disruptive model, the CAG-encoded glutamines upstream of a phase 0 intron are not a random sample of glutamines, but are a biased sample in that they tend to be followed by valine residues encoded by GTN. The di–amino acid disruptive model is similar to the disruptive model except that 2 adjacent sites are treated together and are weighted by the frequencies of pairs of amino acids, where

\[ P_{i,j,q} = \sum_{i,j} f_{ij} q_{ij}, \]

where \( P_{i,j,q} \) is the probability of a pair of amino acids (one upstream and one downstream of the intron) in a secondary structural element, \( f_{ij} \) is the frequency of a pair of amino acids, and \( q_{ij} \) is the propensity of a pair of adjacent amino acids to be in a particular structural secondary assignment, where there are 9 such assignments (±α, ±β, ±x, βα, ββ, αβ, αx, αα).

Formative Model

The formative model, \( H_F \), is a correlation in excess of the null model, or in excess of \( H_0 \), and in a direction consistent with increased chimaerogenic potential. In the case of secondary structure and surface accessibility, \( H_F \) is poorly defined. Though it is often assumed that secondary structures are modules to some extent, the available evidence that might support this assumption is not strong (e.g., DuBose and Hartl 1989); thus, one does not know for certain how chimaerogenic potential is distributed relative to the secondary structure map. If modularity is dominated by secondary structure, then interstructure sites will tend to be intermodule sites, but it also may be that the main chimaerogenic units are tertiary modules with boundaries that tend to interrupt secondary structures. With respect to surface accessibility, there is some evidence that it is easier to add to a protein by inserting fragments in surface-accessible loops (Benner et al. 1997); therefore, \( H_F \) implies increased surface accessibility.

In the case of the “modules” invoked by Gilbert and colleagues, it might seem obvious that the formative model predicts an excess of between-module introns relative to the expectations of \( H_0 \) and, if applicable, \( H_D \). Indeed, other things being equal, this seems a reasonable expectation, and we follow it here. However, one should not assume this uncritically because it has never been shown that boundaries between these alleged modules are more likely sites for chimaera formation, though such a demonstration might be possible using available data (Voigt et al. 2002).

Structure Analysis

The representative sets of proteins are derived from the Protein Data Bank (PDB) database (Berman et al. 2000). The data set was filtered to remove redundancy at 30% sequence identity level by using sequence clustering program Blastclust (Altschul et al. 1990).

Secondary structural definitions are based on the DSSP program (Kabsch and Sander 1983). The resulting frequencies of helix, sheet, and coil are similar to those found by other researchers in large sets of data (Martin et al. 2005). Residues are classified as being associated with a helix, strand, or coil, using the entire set of 4,659 prokaryotic and eukaryotic genes.

The surface accessibility was determined using NACCESS (Hubbard and Thornton 1993) based on the method of Lee and Richards (1971). This program computes surface accessibility in either absolute (Å²) or relative (%) relative to standard condition Ala–Xxx–Ala) terms, summing over all atoms, side-chain only or backbone only. In the absence of a clear prior rationale for preferring one of the resulting 6 measures, we chose the most residue-sensitive measure (the most likely to be influenced under hypothesis \( H_D \)), which is absolute side-chain accessibility, and the least residue-sensitive measure (the most likely to be influenced under hypothesis \( H_F \)), which is relative backbone accessibility.

The procedure for defining “modules” used by de Souza and colleagues was implemented in Perl, using a diameter value of 27.6 Å, chosen based on their previous work reporting correlations between introns and “modules” of 27.6 Å (de Souza et al. 1996). The Perl implementation was validated by a direct side-by-side comparison of the output with that of the original INTERMODULE program (de Souza et al. 1996).

Eukaryotic Gene Database

The eukaryotic gene information is obtained by a protocol modified from that used to construct the Intron Database (IDB) (Schisler and Palmer 2000). This new version of IDB (Hladish T, Schisler NJ, and Stoltzfus A, unpublished data) is a GenBank-based (version 142) eukaryotic protein-encoding gene database and is cross-referenced to SwissProt in order to remove redundancy. Entries with incomplete sequences or with noncanonical splice sites are removed for the analysis. The National Center for Biotechnology Information taxonomy database was used for classification of the IDB entries into 4 taxonomic groups, vertebrates, invertebrates, plants, and fungi. The current IDB contains 165,451 full-length entries.

Mapping of Intron Positions on Protein structures

The representative protein chains are aligned against the intron-containing subset of the IDB by utilizing BlastP.
A cutoff of 30% identity is used for identifying homologs. The top hit in each taxonomic group is used for this study, for example, the plant data set consists of the top plants hits to 648 PDB chains and includes 4,050 introns. Representative chains (1,354) had at least one intron mapped to a protein structure. The results of these alignments are summarized in table 1.

Removal of AS Gene Families

Patthy (1999) has shown clear evidence that exon shuffling events in mosaic proteins are specific to a metazoan origin. The intron positions in these proteins are present in protein domain boundaries and may have biased structural properties. Hence, the nonredundant protein structures were classified into 2 categories: animal-specific (AS) genes and without-animal–specific (WAS) genes. These classifications are based on the Blast homologues; the AS data set contains genes whose homologs are animal genes only and the WAS data set contains all other families.

Results

Taxonomically Defined Groups of Intron-Containing Homologs

Sequences for an initial set of 6,444 nonredundant structures of protein chains were pruned by removing sequences less than 90 residues and then aligned against the intron-containing subset of the IDB to identify homologs with at least 30% identity, yielding 4,659 protein chains (1,240,720 residues). For each of 4 taxonomic groups (vertebrates, invertebrates, plants, and fungi), the top hit of at least 30% was retained, resulting in the 4 sets of data described in table 1.

Each of these taxonomically defined sets was analyzed using the same methods, with results that exhibited an overall similarity in spite of some differences. To shorten the presentation of results, here we present complete results only for the vertebrates. Complete results for the other taxonomic groups are presented as Supplementary Material (see Supplementary Material online) and are cited in the text where there are important similarities or significant differences.

Null Model

The vertebrate set of observed intron positions mapped onto protein structures has a secondary structure distribution of 46.0% coil, 38.4% helix, and 15.6% sheet (table 2; see Supplementary Material table S2 online for other data sets). As indicated in table 2, the expected distribution under the null model, which is just the distribution of secondary structure assignments for all amino acid sites (see Methods), is very similar: 45.0%, 35.6%, and 19.4% for coil, helix, and sheet, respectively (similar to the values observed in other large data sets; see Martin et al. 2005). Although the observed distribution deviates only slightly from the null model, the observed frequency of intron sites that map to β-strands, 15.6 ± 1.4%, is significantly lower than the expected value of 19.4%, that is, introns tend to avoid β-strands.

Table 1
The Number of PDB Chains and Introns for the Four Taxonomic Groups

<table>
<thead>
<tr>
<th>Taxonomic Group</th>
<th>Number of PDB Chains</th>
<th>Number of Introns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertebrates</td>
<td>765</td>
<td>4,247</td>
</tr>
<tr>
<td>Invertebrates</td>
<td>708</td>
<td>2,069</td>
</tr>
<tr>
<td>Plants</td>
<td>648</td>
<td>4,050</td>
</tr>
<tr>
<td>Fungi</td>
<td>229</td>
<td>593</td>
</tr>
</tbody>
</table>

Table 2
Observed and Expected Secondary Structure and Module Distributions for All Intron Positions According to the Null Model (95% CI)

<table>
<thead>
<tr>
<th>Type</th>
<th>Subtype</th>
<th>Expected %</th>
<th>Observed %</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coils</td>
<td>≥Helix</td>
<td>45.0</td>
<td>46.0 ± 1.9</td>
<td>0.71</td>
</tr>
<tr>
<td>Secondary Structure</td>
<td>β-Strand</td>
<td>19.4</td>
<td>15.6 ± 1.4</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Module</td>
<td>Module</td>
<td>27.6 Å</td>
<td>33.1</td>
<td>33.1 ± 1.8</td>
</tr>
</tbody>
</table>

Note.—The P value is based on the χ² statistic.
under the null model and the formative model, they are not equivalent under the disruptive model (as explained in Methods).

Figure 1 shows the results of dividing the data into these 4 phases of sites. Overall, these results reveal large and significant deviations from the null expectation of no effect. For instance, for phase 1 and 2 sites in the vertebrate data set (fig. 1A), the observed frequencies with which sites map to helices are 7.4% lower and 5.1% higher, respectively, than the null expectation of 35.7%. In general, among diverse taxa (fig. S1A, Supplementary Material online), phase 0, 2, and 3 sites are underpredicted in helical regions and overpredicted in coils, whereas this trend is reversed for phase 1 sites, which are observed to be much more common in coils than expected. Thus, the null model is excluded clearly for the case of secondary structure.

The locations relative to “modules” shown for vertebrate data in figure 1B do not exhibit significant deviations; however, there are small but significant deviations for the plant data at phase 3 sites and for invertebrate data at phase 2 sites (supplementary fig. S1B, see Supplementary Material online), with the observed intermodule frequencies being slightly higher than expected. For surface accessibility, shown for the vertebrate data in figure 1C and D, the 2 different measures reveal somewhat different effects. For backbone relative accessibility (the measure that should be more sensitive to $H_p$), the main effect shown for vertebrates in figure 1C is an excess accessibility of phase 1 sites; the same effect is seen for invertebrates and plants (fig. S1C, Supplementary Material online; the effect in fungi is in the same direction but is not statistically significant). For sidechain absolute accessibility (the measure that should be more sensitive to $H_N$) shown in figure 1D, accessibility is overpredicted for phase 0 and 1 sites and underpredicted for phase 2 and 3 sites; the same pattern of significant over- and underprediction is seen in invertebrates and plants (fig. S1D, Supplementary Material online; for fungi, phase 0 and 1 sites are underpredicted, but phase 2 and 3 sites do not differ significantly from expected values).

Thus, the intron-structure relationship is radically phase-dependent, as predicted under the disruptive model but not under the null or formative model. This phase dependence is strongest for secondary structure and solvent accessibility and is relatively minor for modules.

Disruptive Model

In the disruptive model (see Methods), structural preferences arise solely from amino acid preferences that are interpreted to reflect nucleotide preferences of MAG/GT at sites of intron gain (Qiu et al. 2004; Sverdlov et al. 2004). Prior to this work, it has been established clearly that the distribution of amino acids at intron sites is nonuniform and phase dependent in a manner consistent with a nucleotide signal (Fichant 1992; Whamond and Thornton 2006).

Table 3 summarizes the amino acid preferences at intron sites for the vertebrate data, revealing a pattern qualitatively similar to those reported earlier by others. From the Supplementary Material (fig. S2), it may be noted that the pattern of preferences for intron sites in invertebrates, plants, and fungi is qualitatively similar to that seen for vertebrate data, but the pattern is much less pronounced for fungi, for example. The entropy of amino acid composition at intron-associated sites is 3.9 for fungi, 3.3 for plants, 3.4 for vertebrates, and 3.7 for invertebrates. This difference is not due to a difference in the background level of amino acid composition bias, which has an entropy of 4.2 regardless of taxonomic source.

Figure 2 shows the observed distribution of the structural attributes for vertebrate data relative to the expectations of the disruptive model, that is, assuming that the observed distribution of structural attributes is entirely a side effect, not a cause, of amino acid composition biases that themselves reflect sequence-biased intron gain. From figure 2A–D, showing secondary structure data 4 classes of sites, it is clear that the disruptive model largely accounts for the phase-dependent nonuniformity seen earlier (fig. 1A). For instance, while the distribution of phase 1 sites in secondary
structure deviates radically from the null expectation (fig. 1A), this same distribution does not deviate significantly from the expectation of the disruptive model for vertebrates (fig. 2B; nor for the invertebrate, plant, and fungal data sets: fig. S3B, Supplementary Material online).

Although the disruptive model is an improvement for the vertebrate data set and for the other taxonomic groups (see Supplementary Material online), it does not fully account for secondary structure, as shown by the small but significant deviations in figure 2A, C and D. Helices are underpredicted at phase 0 and phase 3 sites, whereas coils are overpredicted at phase 3 sites.

Likewise, the disruptive model does not fully account for the distribution of intron sites relative to “modules”. Although there are not significant deviations for the vertebrate data shown in figure 2E, the small but significant deviations noted earlier for the null model at phase 3 sites in plants and at phase 2 sites in invertebrate still remain and are not explained by the disruptive model (fig. S3E, Supplementary Material online).

### Table 3

<table>
<thead>
<tr>
<th>Residue</th>
<th>Codons</th>
<th>Phase 0</th>
<th>Phase 1</th>
<th>Phase 2</th>
<th>Phase 3</th>
<th>All Phases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ala</td>
<td>A</td>
<td>9.50</td>
<td>8.62</td>
<td>0.70</td>
<td>2.15</td>
<td>7.42</td>
</tr>
<tr>
<td>Cys</td>
<td>C</td>
<td>1.18</td>
<td>1.11</td>
<td>1.92</td>
<td>0.21</td>
<td>1.32</td>
</tr>
<tr>
<td>Asp</td>
<td>D</td>
<td>7.84</td>
<td>10.57</td>
<td>0.87</td>
<td>1.80</td>
<td>7.09</td>
</tr>
<tr>
<td>Glu</td>
<td>E</td>
<td>7.56</td>
<td>6.82</td>
<td>2.61</td>
<td>15.33</td>
<td>6.33</td>
</tr>
<tr>
<td>Phe</td>
<td>F</td>
<td>2.91</td>
<td>0.28</td>
<td>0.87</td>
<td>0.49</td>
<td>1.79</td>
</tr>
<tr>
<td>Gly</td>
<td>G</td>
<td>9.15</td>
<td>51.60</td>
<td>9.06</td>
<td>1.73</td>
<td>20.29</td>
</tr>
<tr>
<td>His</td>
<td>H</td>
<td>1.18</td>
<td>0.42</td>
<td>0.87</td>
<td>0.83</td>
<td>0.91</td>
</tr>
<tr>
<td>Ile</td>
<td>I</td>
<td>7.49</td>
<td>1.53</td>
<td>0.70</td>
<td>0.62</td>
<td>4.50</td>
</tr>
<tr>
<td>Lys</td>
<td>K</td>
<td>3.12</td>
<td>0.83</td>
<td>9.76</td>
<td>27.74</td>
<td>3.91</td>
</tr>
<tr>
<td>Leu</td>
<td>L</td>
<td>7.42</td>
<td>0.70</td>
<td>2.61</td>
<td>5.41</td>
<td>4.64</td>
</tr>
<tr>
<td>Met</td>
<td>M</td>
<td>2.22</td>
<td>0.14</td>
<td>1.74</td>
<td>2.50</td>
<td>1.57</td>
</tr>
<tr>
<td>Asn</td>
<td>N</td>
<td>3.05</td>
<td>1.11</td>
<td>3.48</td>
<td>1.94</td>
<td>2.63</td>
</tr>
<tr>
<td>Pro</td>
<td>P</td>
<td>2.43</td>
<td>0.28</td>
<td>1.74</td>
<td>2.57</td>
<td>1.72</td>
</tr>
<tr>
<td>Gln</td>
<td>Q</td>
<td>1.18</td>
<td>0.14</td>
<td>2.96</td>
<td>24.76</td>
<td>1.28</td>
</tr>
<tr>
<td>Arg</td>
<td>R</td>
<td>2.01</td>
<td>1.25</td>
<td>36.41</td>
<td>3.74</td>
<td>9.03</td>
</tr>
<tr>
<td>Ser</td>
<td>S</td>
<td>3.68</td>
<td>2.78</td>
<td>14.63</td>
<td>2.08</td>
<td>5.74</td>
</tr>
<tr>
<td>Thr</td>
<td>T</td>
<td>3.40</td>
<td>1.11</td>
<td>1.57</td>
<td>2.50</td>
<td>2.41</td>
</tr>
<tr>
<td>Val</td>
<td>V</td>
<td>22.33</td>
<td>9.46</td>
<td>1.74</td>
<td>2.36</td>
<td>14.63</td>
</tr>
<tr>
<td>Trp</td>
<td>W</td>
<td>0.90</td>
<td>0.42</td>
<td>5.23</td>
<td>0.62</td>
<td>1.68</td>
</tr>
<tr>
<td>Tyr</td>
<td>Y</td>
<td>1.46</td>
<td>0.83</td>
<td>0.52</td>
<td>0.62</td>
<td>1.10</td>
</tr>
</tbody>
</table>

**Note.**—For instance, the codon upstream of an intron, that is, what we call the “phase 3” amino acid site, tends to be either lysine (AAG) or glutamine (CAG), whereas the downstream “phase 0” site has a preference for valine (GTN).

![Fig. 2](https://academic.oup.com/mbe/article-abstract/24/10/2158/1070745/2158)
Finally, the disruptive model accounts largely for the dramatic deviations from null expectations in regards to surface accessibility. For absolute side-chain accessibility, the disruptive model accounts for the nonuniformity among sites observed in the vertebrate data shown in figure 2G and that observed in the other taxonomically defined data sets (fig. S3G, Supplementary Material online), with the exception that accessibility is overpredicted for phase 0 and phase 3 sites in plants. For relative backbone accessibility, the disruptive model accounts for the vertebrate (fig. 2F) and invertebrate results (supplementary fig. S3F, see Supplementary Material online), whereas for plants and fungi, accessibility is overpredicted consistently although the disruptive model correctly predicts the order of site classes (phase 1 > phase 2 > phase 3 > phase 0 sites for plants and phase 1 > phase 3 > phase 2 > phase 0 sites for fungi: fig. S3F, Supplementary Material online).

How much better is the disruptive model than the null model? One way to assess the difference is simply to count significant deviations. For the vertebrate data, out of 24 comparisons with the null expectation there are 16 deviations (11 for secondary structure, 0 for “modules,” 1 for backbone relative accessibility, and 4 deviations for side-chain absolute accessibility). By contrast, for the vertebrate data, the disruptive model leaves only 5 deviations (2 for phase 0 secondary structure, 1 each for phases 2 and 3 secondary structure, and 1 for the backbone relative accessibility). For all data (not just vertebrates), there are 48 deviations out of 96 for the null model and 30 deviations for the disruptive model.

Revised (di–amino acid) Disruptive Model

An obvious means to improve the analysis above would be to take into account the nonindependence of phase 3 and phase 0 sites expected under the disruptive model. Nonindependence is expected because the nucleotide preferences for intron gain affect both sites at once. Thus, the valine residues encoded (by GTN codons) just downstream of introns are not a random sample of all valines in proteins because they tend to be preceded by the upstream residue glutamine (CAG) or lysine (AAG).

To account for this anticipated effect of nonindependence, the structural properties of intron positions were predicted based on the structural propensities of pairs of amino acids, weighted by the paired frequencies observed at intron sites (see Methods), with results shown in figure 3. As can be seen, this di–amino acid model improves the fit with observed values for phase 0 sites but not for phase 3 sites, for example, the observed value of 45.6 ± 2.6 for helix at phase 3 sites is still significantly higher than the expected value of 40.1 (P value < 0.001). For all taxonomic groups, the tendency at phase 3 sites is for helices to be underpredicted and coils to be overpredicted, and these deviations are significant for the plant and vertebrate data sets. In general, the di–amino acid model represents a significant but only modest improvement over the original model.

Formative Model

The formative model suggests that, other things being equal, intron sites should avoid α-helices and β-strands and instead should fall in coil regions (Lonberg and Gilbert 1985). In fact, when intron sites are not divided by phase, there is no such significant tendency in vertebrates, as shown in table 2 (nor in the other taxonomic groups: table S2, Supplementary Material online). When sites are divided into phases 0, 1, 2, and 3, only phase 1 sites correlate with coils (in vertebrates, as well as for invertebrate and plant data sets), whereas other sites show a deficit; this deficit is significant for phase 0 and 3 sites (see fig. 1A and fig. S1A, Supplementary Material online). However, as noted above, the pattern at phase 1 sites is explained by the disruptive model (fig. 2B and fig. S2B, Supplementary Material online). Thus, there is nothing for the formative model to explain.

For the case of “modules,” again, there is not a significant overall tendency for vertebrate introns to fall in intermodule regions (table 2; likewise for other taxonomic groups: table S2, Supplementary Material online). When sites are divided by phase, there is no significant correlation for the vertebrate data, but for the invertebrate data there is a phase–2-specific excess of “intermodule” introns, and for the plant data an excess of intermodule introns at phase 0 and 3 sites (fig. S2E, Supplementary Material online). As noted above, these idiosyncratic deviations are not explained by the disruptive model. Thus, because both these are excesses (instead of deficits), they suggest the formative model.

The formative model suggests that, other things being equal, intron sites should be more surface accessible.
However, the opposite effect is seen when introns are not divided by phase. Side-chain absolute accessibility at intron sites is significantly lower than expected for vertebrate data (also for plant and fungal data; supplementary table S2, see Supplementary Material online). When sites are divided by phase, correlations occur in both directions: for side-chain absolute accessibility, phase 0 and 1 sites typically are significantly lower than expected in accessibility, whereas phase 2 and 3 sites are higher; for main-chain relative accessibility, phase 1 sites are significantly more accessible than expected, whereas the other sites are slightly (typically insignificantly) less accessible (table S2.5, Supplementary Material online). As noted earlier, the disruptive model accounts for these results; thus, there is nothing for the formative model to explain.

AS Genes Data Set

For the WAS genes data set described above, the secondary structural distribution at intron positions can be predicted with considerable accuracy using a disruptive model based only on observed amino acid frequencies. This same approach can be extended to an AS data set. As with the WAS data set, the null model is strongly excluded when phase is taken into account (data not shown; fig. 4 from the Supplementary Material online illustrates 12 deviations out of 24 comparisons). Figure 4S summarizes the results of applying the disruptive model to the AS data set, using the di–amino acid version of the model for phases 3 and 0. As with the WAS data set, the disruptive model accounts for most of the pattern of nonrandomness seen among phases in the AS data set, but is not perfect. In particular, the model underpredicts coil at phase 1 sites, which at 64.4% have a frequency 6.4% higher in the AS data set than in the WAS data set.

Discussion

Two main results follow from a quantitative analysis of data on 11,334 intron positions in relation to a null model of no preferences, a disruptive model based on amino acid preferences, and a formative model. First, it is possible to exclude the null model for a variety of types of possible correlation, for example, the observed percentage distribution of $\beta$-strand is $15.6 \pm 1.4$ (95% confidence interval), whereas the expected percentage distribution is 19.4. Second, the disruptive model accounts largely for the most distinctive patterns of nonrandomness in the distribution of intron sites in relation to structure, which are in regard to secondary structure and solvent accessibility, whereas the formative model has little to explain.

To demonstrate this point clearly and to show that it applies across taxonomic groups (not merely to the vertebrate data presented in Results), a summary for all taxonomic groups is shown in figure 5. The strongest correlations with structural features are in regard to secondary structure (A) and side-chain absolute accessibility (D), while any tendency to fall between “modules” (B) is weak or insignificant. The greatest deviations are explained largely by the disruptive model. That is, although some significant deviations remain, the large deviations from expected values under the null model fade to being insignificant or only marginally significant under the disruptive model. The di–amino acid model offers a slight
The conclusions of this analysis may appear to contradict some statements of Gilbert and colleagues arguing for a formative “introns-early” view (in which primordial protein-coding genes emerge from fusing separate exon minigenes) based on the claim that phase 0 introns shared important aspects of structure—namely secondary structure and surface accessibility—that 1) are recognized universally to be important aspects of protein structure but 2) are not addressed by de Souza et al. and Fedorov et al. Because various past claims for a formative role of introns (e.g., Lonberg and Gilbert 1985) relied on arguments from secondary structure subsequently found to be weak (Stoltzfus et al. 1994), the decision by de Souza et al. and Fedorov et al. not to address secondary structure arises, not because secondary structure is irrelevant to the formative model but because an analysis of secondary structure is ex post facto unlikely to satisfy their aim of finding a signal for introns-early.
Second, for similar reasons, we do not focus our interpretation of results on phase 0 introns but consider a sample representing the totality of introns in present-day genes. Third, because our main focus is on accounting for present-day genes, we do not consider whether patterns might be different for a small set of introns that might be old.

With these differences in mind, finally, one may ask whether results reported here in regard to modules are consistent with prior claims, a comparison made difficult by the fact that prior claims are not consistent with each other. Although previous arguments had emphasized 28 Å modules, de Souza et al. (de Souza et al. 1996, 1998) argued that the relevant “module” correlation involved 3 different sizes—21, 28, and 33 Å—and that the signal was limited to phase 0 introns in ancient conserved regions (ACRs) and for unknown reasons was not found in vertebrate genes. In subsequent more extensive analyses (Fedorov et al. 2001, 2003), the results for phase 0 introns in ACRs revealed a single peak of significance involving 25 Å “modules,” while the tendency in regard to 21, 28, and 33 Å “modules” was insignificant or marginal, and comparable in scale to other patterns that did not figure in the formative interpretation offered by the authors, for example, a tendency for phase 2 introns to fall between 30 Å “modules” (fig. 2 of Fedorov et al.).

Because the present study treats taxonomic groups separately and combines data from ACRs and non-ACRs, there is no direct comparison with these earlier studies. However, for the sake of making some comparison, one may hope that results reported here for 27.6 Å modules (the size chosen for this study, following the initial claims for the modules algorithm by [de Souza et al. 1996]) would fall somewhere between the values for ACRs and non-ACRs. For ACRs, the relative excess (the deviation divided by the expected value) of phase 0 introns between 27.6 Å “modules” is roughly 4%, with \( \chi^2 \approx 3 \) (fig. 2A of Fedorov et al., top row), whereas for non-ACRs, the excess is about 2% with \( \chi^2 < 1 \) (fig. 2B of Fedorov et al., top row). That is, the correspondence is small and insignificant. By comparison, the phase 0–ACR relation with 25 Å “modules” that is the basis of the authors’ formative interpretation represents a relative excess of roughly 5–8%, corresponding to \( \chi^2 \) values typically from 4 to 7 (fig. 2A of Fedorov et al. 2001, top row, or fig. 1 of Fedorov et al. 2003), that is, significant for the \( \alpha = 0.05 \) critical level but not for \( \alpha = 0.005 \). Thus, from the work of Fedorov et al., we expect that any tendency for phase 0 introns to fall between 27.6 Å “modules” will be small, with a relative deviation of less than a few percent. However, given the low apparent repeatability of this type of analysis, reflected in the contradiction between de Souza et al. and Fedorov et al., one should allow for some volatility.

The results presented here are consistent with this very modest expectation. When all phases are combined, we find no correspondence with “modules” for the vertebrate data (consistent with de Souza et al. 1998) and a slight but insignificant excess of “intermodule introns” for the other taxonomic groups where the relative excess is about 3%. When sites are divided by phase, there are 2 significant excesses of “intermodules” sites relative to the null model (or relative to the disruptive model, which is nearly the same): an excess of phase 2 sites in invertebrate data and of phase 3 sites in plant data. The latter correspondence implicates phase 0 sites and represents a relative excess of about 8%, consistent with prior claims. The correspondence involving phase 2 invertebrate sites is greater in degree (a 21% excess) but less statistically significant. When data are combined across taxonomic groups, the overall excess of phase 0 sites between 27.6 Å “modules” is about 3.6% and is not statistically significant, also consistent with prior claims. If the pattern uncovered by Fedorov et al. 2003 holds, then the statistical excess is due to intron sites shared between taxa and presumed, on this basis, to be old. However, this issue is not addressed here.

Supplementary Material

Supplementary tables and figures are available at Molecular Biology and Evolution online (http://www.mbe.oxfordjournals.org/).
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