A significant part of eukaryotic noncoding DNA is viewed as the passive result of mutational processes, such as the proliferation of mobile elements. However, sequences lacking an immediate utility can nonetheless play a major role in the long-term evolvability of a lineage, for instance by promoting genomic rearrangements. They could thus be subject to an indirect selection. Yet, such a long-term effect is difficult to isolate either in vivo or in vitro. Here, by performing in silico experimental evolution, we demonstrate that, under low mutation rates, the indirect selection of variability promotes the accumulation of noncoding sequences: Even in the absence of self-replicating elements and mutational bias, noncoding sequences constituted an important fraction of the evolved genome because the indirectly selected genomes were those that were variable enough to discover beneficial mutations. On the other hand, high mutation rates lead to compact genomes, much like the viral ones, although no selective cost of genome size was applied: The indirectly selected genomes were those that were small enough for the genetic information to be reliably transmitted. Thus, the spontaneous evolution of the amount of noncoding DNA strongly depends on the mutation rate. Our results suggest the existence of an additional pressure on the amount of noncoding DNA, namely the indirect selection of an appropriate trade-off between the fidelity of the transmission of the genetic information and the exploration of the mutational neighborhood. Interestingly, this trade-off resulted robustly in the accumulation of noncoding DNA so that the best individual leaves one offspring without mutation (or only neutral ones) per generation.

Introduction

Eukaryotic genomes contain many sequences that are not translated into proteins. Although some of these sequences bear the hallmark of natural selection and are thus presumed to be functional (Duret et al. 1993; Frazier et al. 2001; Margulies et al. 2003; Bejerano et al. 2004; Andolfatto 2005; Dervichian et al. 2005; Kightley et al. 2005), many others seem to have no direct effect on the phenotype. Such sequences can be passively produced by mutational processes biased toward genome growth and driven to fixation by genetic drift (Lynch and Conery 2003). According to this view, a substantial amount of nonfunctional DNA can be maintained in a genome, depending on the balance between insertions and deletions (Petrov et al. 2000; Mira et al. 2001; Denver et al. 2004), the rate of proliferation of transposable elements (Kidwell 2002), the rate of retroposition of mRNAs (Maestre et al. 1995), and the population size (Lynch and Conery 2003).

Sequences acquired in such a nonadaptive way can then provide novel substrates for evolutionary innovations (Brosius and Gould 1992; Smir 1999; Lynch and Conery 2003). For instance, mRNA-derived retroposons can give rise to active genes (Brosius 2003). Furthermore, even when they remain nonfunctional, sequences present in several copies promote genomic rearrangements that can affect the phenotype (Hughes 1999; Kidwell 2002; Rocha 2003; Coghlan et al. 2005). Thus, sequences that are nonfunctional in a particular organism may nonetheless play a major role in the appearance of nonneutral mutations, leading to new phenotypes in the offspring of this organism.

Now the level of nonneutral genetic variation is a key element for the long-term evolutionary success of a lineage.
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testing the hypothesis of an indirect selective pressure on nonfunctional DNA requires a specific approach, allowing us to isolate its effects. In silico experimental evolution of simple “organisms” is particularly useful in this context (Adami 2006). Direct selective pressures are controlled and mutational biases can be turned-off. Moreover, the exact knowledge of lineages, ancestral sequences, and fixed mutations allows for a detailed analysis of the evolutionary mechanisms.

However, in previous in silico experiments designed to study long-term evolutionary forces, the effects on the genomic structure could not be predicted because only one gene was modeled (Eigen 1971) or because the genome representation did not explicitly include the notions of gene, gene product, and intergenic sequences (Eigen 1971; Wilke 2001b; Wilke et al. 2001). In other models involving a more realistic genome architecture (Wu and Lindsay 1996; Burke et al. 1998), the complexity of the phenotype was not allowed to evolve with the complexity of the genotype. As a consequence, unrealistic heuristics were used in the transition from genotype to phenotype, which introduced artifactual effects on the evolution of genome size.

Here, we study the evolution of artificial organisms where the genomic structure is biologically interpretable and where the complexity of the phenotype is allowed to evolve. This allows us to investigate the spontaneous evolution of genome size, that is, without either direct selection on genome size, or mutational biases, or self-replication of selfish elements. Inside transcribed regions, the start signal for the translation is made up of a Shine-Dalgarno–like sequence followed by the start codon (011011***000), whereas the stop signal is simply the stop codon (001, see the artificial genetic code in fig. 1). Overlapping coding sequences are allowed.

Materials and Methods

These in silico experiments were performed on the “aevol” platform (Knibbe et al. 2007), version 4.5. The source code, as well as the configuration files used here, is available on request.

General Principles

The simulated organisms have circular, double-strand binary genomes containing both coding and noncoding sequences (fig. 1). Each coding sequence encodes a “protein,” able to either activate or inhibit a number of functions. The phenotype is defined as the set of functional abilities of the organism, resulting from the combination of all its proteins. Adaptation is then measured by comparing the functions the organism can achieve to the functions to be performed and to be avoided in the environment. During replication, genomes can undergo not only point mutations, small insertions and deletions but also genomic rearrangements, consisting of duplications, deletions, translocations, and inversions.

Detection of the Coding Sequences

Promoter and terminator signals define the boundaries of the transcribed regions. Within them, start and stop signals delimit the coding sequences. Promoters are sequences whose Hamming distance with a predefined 28-bp consensus sequence is $d \leq d_{\text{max}}$, with $d_{\text{max}} = 4$ in this study. Terminator signals are sequences able to form a stem–loop secondary structure: $\text{abcd} \ast \ast \text{dcb}a$. The expression level of a transcribed region is defined as $e = 1 - \frac{d}{d_{\text{max}}}$, Note that this modulation of the expression level models only (in a simplified way) the basal interaction of the RNA polymerase with the promoter without additional regulation. The purpose here is not to accurately model the regulation of gene expression but rather to provide duplicated genes a way to reduce temporarily their phenotypic contribution while diverging toward other functions. Inside transcribed regions, the start signal for the translation is made up of a Shine-Dalgarno–like sequence followed by the start codon (011011***000), whereas the stop signal is simply the stop codon (001; see the artificial genetic code in fig. 1). Overlapping coding sequences are allowed.
Translation and Phenotype Computation

A global set of feasible functions is defined as the real interval \( \Omega = [0, 1] \). The functional abilities of each gene product are represented by a fuzzy subset \([m - w, m + w] \subset \Omega\). The possibility distributions of these subsets are piecewise linear with "triangular" shapes, with a maximal possibility degree \( H = e^{|h|} \) for the function \( m \) (fig. 1). The 3 real parameters \( m, w, \) and \( h \) are encoded by the coding sequence. Each coding sequence is read codon by codon using the genetic code shown in figure 1. This genetic code is not degenerated in order to prevent robustness at this level interfering with the effect of the noncoding genetic code.

Every time a genome is replicated, it can undergo point mutations, small indels (1–6 bp), inversions, translocations, large deletions, and duplications. The mutation algorithm proceeds as follows. When a genome of length \( L \) is replicated, we first draw the 4 numbers of rearrangements it will undergo. These 4 numbers all follow the binomial law \( B(L, u_{\text{rearr}}) \), where \( u_{\text{rearr}} \) is the per-base rate for the 4 types of rearrangement. Hence, the genome undergoes average \( u_{\text{rearr}} \) L inversions, \( u_{\text{rearr}} \) L translocations, \( u_{\text{rearr}} \) L large deletions, and \( u_{\text{rearr}} \) L duplications (the fact that larger genomes undergo more rearrangements per replication implies at simply taking into account the fact that they contain more repeated sequences, while avoiding a time-consuming similarity search). Then, all these rearrangements are performed in a random order. To perform, for instance, a large deletion, 2 breakpoints \( p_1 \) and \( p_2 \) are chosen randomly (uniformly) on the chromosome, and the segment ranging from \( p_1 \) to \( p_2 \) in the clockwise sense is excised. In a similar manner, the boundaries of the duplicated, inverted, and translocated segments, as well as the reinserter positions for the translocated and duplicated segments, are also chosen uniformly on the chromosome. Once all the rearrangements have been performed, the new chromosome length is called \( L' \) and we draw the 3 numbers of local mutations (point mutations, small insertions, and small deletions). They all follow the binomial law \( B(L', u_{\text{loc}}) \), where \( u_{\text{loc}} \) is the per-base rate for the 3 types of local mutations.

The abilities required to survive in the environment are also modeled by a fuzzy set \( E \), whose possibility distribution \( E(x) \) can be seen on figure 2. Adaptation is then measured by the gap \( g = \int_{\Omega} |E(x) - P(x)| \, dx \) between the possibility distributions \( E(x) \) and \( P(x) \). Note that although this adaptation measure penalizes both the under- and the overrealized functions, it does not prevent increases in gene number. There is indeed a constant need for new activator and inhibitory genes to refine the phenotypic distribution \( P(x) \) of the organism.

Adaptation Measure

The abilities required to survive in the environment are also modeled by a fuzzy set \( E \), whose possibility distribution \( E(x) \) can be seen on figure 2. Adaptation is then measured by the gap \( g = \int_{\Omega} |E(x) - P(x)| \, dx \) between the possibility distributions \( E(x) \) and \( P(x) \). Note that although this adaptation measure penalizes both the under- and the overrealized functions, it does not prevent increases in gene number. There is indeed a constant need for new activator and inhibitory genes to refine the phenotypic distribution \( P(x) \) of the organism.

Evolution of the Population

The population size, \( N \), is fixed and organisms reproduce asexually, according to their adaptation. To control the selective pressure, and to keep it constant throughout the evolution period (Whitley 1989), we used an exponential ranking selection scheme (Blickle and Thiele 1996): The expected number of offspring of a given organism is an exponential function of its rank in the population. Thus, at each generation, the \( N \) organisms were sorted from the least adapted to the best adapted. Their expected numbers of offspring were then followed the multinomial law with \( N = 1,000 \) trials and reproduction probabilities \( w_r = \frac{1}{N} e^{N - r} \), where \( r \) is the rank of the organism. The parameter \( c \in [0, 1] \) is the curvature of the relationship between the rank and the probability of reproduction; hence, it controls the efficiency of the selection. The closer \( c \) is to 1, the less efficient the selection. This selection scheme allows us to test various selection efficiencies while keeping the population size tractable. We tested 4 values for \( c \) (0.9900, 0.9950, 0.9980, and 0.9995). For each combination of \( u \) and \( c \), we tested 3 populations of \( N = 1,000 \) organisms. Supplementary text S2 (Supplementary Material online) presents additional experiments that were performed under a more classical selection scheme, where the probability
of reproduction of an individual directly depends on its adaptation measure \( g \) rather than on its rank in the population.

Estimates of the Fraction of Neutral Offspring

The theoretical estimates of the fraction \( F_m \) of neutral offspring were computed for the final fittest organism by considering the transcribed regions—including their promoters and terminators—as the coding units, overlapping regions being merged into a single unit (see supplementary text S1, Supplementary Material online). Empirical estimates were obtained by generating 1,000 offspring for each final fittest organism, with the same mutation rate, \( u \), as during the evolution period and by counting the number of offspring that retained the same gap \( g \).

Results

To study the spontaneous evolution of the amount of nonfunctional DNA, we allowed 72 asexual populations to evolve during 20,000 generations under various mutation rates combined with various selection efficiencies.

Relation between the Mutation Rate and Genome Compactness

The initial genomes contained only one gene. In all cases, the very first generations were characterized by duplication-divergence events, allowing the organisms to acquire new functional capabilities and to reduce the gap \( g \) with the environment (fig. 2). Then, after a few thousands of generations, both the gene number and the amount of noncoding sequences reached equilibrium (fig. 3A). The equilibrium values were independent of the initial genome size (data not shown) but strongly dependent on the mutation rate (figs. 2 and 3B). It has been suggested that as most mutations are deleterious, the per-base pair mutation rate can impose an upper limit to the number of genes (Eigen 1971; Maynard-Smith 1983; Hurst 1995; Pal and Hurst 2000) and this is indeed what happened here. The higher the mutation rate, the lower the number of genes at
equilibrium (figs. 2 and 3) and the higher the gap with the target (supplementary fig. S1, Supplementary Material online). However, more surprisingly, our experiments show that the mutational pressure also acted on the amount of noncoding sequences (figs. 2 and 3). Under high mutation rates, the evolved genomes resembled viral ones, with overlapping genes and almost no noncoding sequences (fig. 2). Under low mutation rates, the genomes contained high proportions of noncoding sequences (fig. 2), up to 97% of the genome here. This implies that during adaptive evolution, large amounts of noncoding sequences can accumulate in the absence of self-replicating elements and without a predominance of the insertions on the deletions, if the per-base pair mutation rate is low. To further test this strong relationship between the mutation rate and the architecture of the genome, we changed the per-base pair mutation rate after 10,000 generations. This caused the genomes to evolve quickly toward the size corresponding to the new mutation rate (supplementary fig. S2, Supplementary Material online). We observed this tight coupling for the 4 selection efficiencies tested, the genomes being globally larger when the selection strengthens (fig. 3).

FIG. 3.—The lower the mutation rate, the higher both the gene number and the quantity of noncoding sequences. (A) On the line of descent of the final fittest organism, both the gene number (left) and the number of noncoding bases (right) reach equilibrium. Data shown are for a same selection efficiency ($c = 0.9950$) and a mutation rate ranging from $5 \times 10^{-6}$ (light gray) to $2 \times 10^{-5}$ (black) per base pair. (B) Both the gene number (left) and the number of noncoding bases (right) at equilibrium depend on the mutation rate, for the 4 selection efficiencies tested ($c = 0.9900$: squares, 0.9950: circles, 0.9980: triangles, and 0.9995: diamonds). Equilibrium is estimated from the mean of the last 5,000 generations. Each log-log regression of gene number on mutation rate is significant ($n = 18$; $r^2 = 0.94, 0.93, 0.94, 0.87$ and $P = 5 \times 10^{-11}, 2 \times 10^{-10}, 5 \times 10^{-11}, 2 \times 10^{-8}$ for $c = 0.9900, 0.9950, 0.9980, 0.9995$, respectively), as is each log-log regression of the number of noncoding bases on the mutation rate ($n = 18$; $r^2 = 0.99, 0.99, 0.98, 0.95$ and $P = < 2 \times 10^{-16}, < 2 \times 10^{-16}, 2 \times 10^{-15}, 1.10^{-15}$).

Role of the Noncoding Sequences in the Mutational Variability of the Phenotype

To test whether the indirect selection of a specific level of variability could underlie this coupling, we investigated
the role of genome compactness in the mutational variability of phenotype. One indicator of this variability is the fraction of “neutral offspring” (Ofria et al. 2003), that is, the fraction of offspring without mutation or with only neutral mutations. Here, it can be inferred from genomic parameters, if we assume that a mutation is neutral if it does not affect any functional region, a functional region being defined as a transcribed region (promoter and terminator included) containing at least one coding sequence. This hypothesis is simplistic for a real organism but quite accurate for the artificial organisms that were evolved. In these conditions, the fraction of neutral offspring $F$, can be approximately calculated using the probability that no functional region mutates during replication

$$F \approx \prod_{j=\text{point mut.}}^{j=\text{point mut.,}} (1 - u_{\text{loc}}) (1 - \tilde{v}_j)^L \cdot \prod_{j=\text{inv., transloc.}}^{j=\text{inv., transloc.,}} (1 - u_{\text{rearr}}) (1 - \tilde{v}_j)^L,$$

where $u_{\text{loc}}$ is the rate of local mutations, $u_{\text{rearr}}$ the rate of rearrangements, $L$ the genome length, and $\tilde{v}_j$ the probability that a random mutation of type $j$ does not affect any transcribed region. This probability can be computed for each type of mutation:

$$\tilde{v}_{\text{point mut.}} = \tilde{v}_{\text{small ins.}} = \tilde{v}_{\text{small del.}} = 1 - \frac{1}{L},$$

$$\tilde{v}_{\text{inv.}} = (1 - \frac{1}{L})^2,$$

$$\tilde{v}_{\text{transloc.}} = (1 - \frac{1}{L})^3,$$

$$\tilde{v}_{\text{large del.}} = \frac{1}{2^L} \sum_{i=1}^{N_G} \lambda_i (\lambda_i + 1),$$

$$\tilde{v}_{\text{duplic.}} = \frac{1}{2^L} (1 - \frac{1}{L})^{N_G} \sum_{i=1}^{N_G} \lambda_i (\lambda_i + 1),$$

with $L$ the total length of functional regions, $N_G$ the number of functional regions, and $\lambda_i$ the length of the intergenic sequence between the functional regions $i$ and $i + 1$ (see supplementary text S1, Supplementary Material online for the details of this derivation). These equations show that, for a given mutation rate, longer intergenic sequences lower the fraction of neutral offspring (fig. 4) and hence promote the exploration of new phenotypes. There are 2 reasons for this. The first is that when new noncoding bases are acquired, the genome undergoes more mutational events. The second is that longer intergenic sequences do not make duplications and large deletions more neutral (eq. 2 and fig. 4). Indeed, contrary to the other types of mutation, their deleterious effects are not concentrated on a few points. Here, the average length of the rearranged segments increases with genome length, which implies that a duplication or a large deletion is not more likely to be neutral when intergenic sequences grow. Longer genomes undergo, however, more duplications and deletions per replication. The net effect of longer intergenic sequences is that genes have a higher probability to be deleted or duplicated at each replication. In short, intergenic sequences promoting large deletions and duplications are mutagenic for the genes they surround. Thus, longer intergenic sequences tend to enhance the level of nonneutral variation, that is, the mutational variability of the phenotype.

Indirect Selection of a Constant Level of Mutational Variability

In our model, noncoding sequences are not under direct selection; hence, their sizes can be easily increased and compensate for a low mutation rate or, conversely, decreased and compensate for a high mutation rate. To test whether this is what actually happened in our experiments, we calculated, for each run, the fraction $F$ of neutral offspring of all ancestors of the final best individual, using equations 1 and 2. As shown in supplementary figure S3 (Supplementary Material online), $F$, stabilizes quickly, after less than 5,000 generations. The final values are shown in figure 5A. We also computed empirical estimations of the final $F$ (by simulating 1,000 independent replications of the final fittest individual, see Materials and Methods). These empirical values are shown in figure 5B. Both methods agree well and show that for a given selection efficiency, the evolved organisms exhibit roughly the same fraction of neutral offspring whatever the mutation rate be (fig. 5A and B). Thus, for each of the 4 selection efficiencies, a same level of mutational variability was indirectly selected. Under a low (respectively high) mutation rate, the organisms that exhibited the selected level of variability were those with a large (respectively compact) genome. Hence, the indirect selection of 4 specific levels of variability drove the evolution of genome compactness in the 4 data sets and underlies the 4 observed relationships between the mutation rate and the amount of nonfunctional DNA.

To test the generality of this principle, we ran additional experiments, where the rate of local mutations $u_{\text{loc}}$ and the rate of rearrangements $u_{\text{rearr}}$ were allowed to differ (all these experiments were run under a same selection intensity, $c = 0.9980$). As shown in table 1, the evolved fraction of neutral offspring is of the same order when $u_{\text{loc}} > u_{\text{rearr}}$, when $u_{\text{loc}} < u_{\text{rearr}}$, and when $u_{\text{loc}} = u_{\text{rearr}}$. This suggests that the fraction of neutral offspring is a general criterion driving the spontaneous evolution of genome compactness.

Respective Roles of the Local Mutations and the Rearrangements

Table 1 also shows that $u_{\text{loc}}$ and $u_{\text{rearr}}$ both influence genome compactness and that they do so in the same direction. A higher rate of local mutations leads to more compact
genomes and so does a higher rate of rearrangements. Conversely, either a lower rate of local mutations or a lower rate of rearrangements leads to a larger genome. This means that if either $u_{\text{loc}}$ or $u_{\text{rearr}}$ is changed, this is compensated for by changing the number of genes, $N_G$, and the lengths of the intergenic sequences, $\lambda_i$ (see eqs. 1 and 2). These additional experiments raise an interesting point: Although the existence of duplications and large deletions is indispensable for the effect to take place (without them, changing the $\lambda_i$’s would have no effect on $F_m$), it is not mandatory to change their own rate to get an effect on the amount of non-coding DNA. Changing only the local mutation rate suffices to induce an effect. By changing $u_{\text{loc}}$, the left term in equation 1 is modified and it is compensated for in the right term by changing the $\lambda_i$’s. This effect is however smaller than the effect induced by changing directly the rate of rearrangements table 1.

What Determines the Selected Level of Variability?

There remains an important question: What determines the value of the selected level of variability and why does this value depend on the selection intensity? The intensity of the selection, $c$, sets the relative probability of reproduction of the best individuals compared with the least adapted. When $c = 0.9900$ (efficient selection), the best individual gets an average of $W = 10^{2}$ reproductive trials. Now, the lineage can persist only if at least one of these offspring retains the ancestral phenotype, that is, if $F_m W \geq 1$. Hence, $F_m$ must be greater than $1/W$, which

![Graphical representation of non-coding sequences promoting variability.](https://academic.oup.com/mbe/article-24/10/2344/1074262)
means here that at least 10% of the offspring must bear no mutation or only neutral ones. Let us consider now a weaker selection, where the best individuals do not get many more reproductive trials than the worst ones. If c = 0.9995, for example, the expected number of reproductive trials of the best individual is as low as W = 1.27; hence, Fv must be greater than 79%. These examples show that the intensity of the selection indirectly determines a lower bound for Fv, and hence—for a given mutation rate—an upper bound for the number of genes and for the amount of noncoding sequences (eqs. 1 and 2).

It is harder to explain why the evolved Fv is actually always almost equal to its lower bound, 1/W (fig. 5). This means that all the 72 successful organisms share one property: When they reproduce, their progeny contains one neutral offspring, that is, the minimum ensuring the persistence in the following generation, but not more. In other words, for each of them, the genome is as large as possible given 1) the maximal number of reproductive trials he can expect and 2) the per-base pair mutation rate he undergoes. To make sure that this is not due to a hidden mutational bias toward genome growth, we monitored the evolution of genome size without any selection. In all cases, the genomes lost all their genes and shrank to less than 100 bp (supplementary fig. S4, Supplementary Material online), which suggests that in the standard runs the genome size is actively maintained by the selective pressure. This could basically be the direct selective pressure to close the gap g, which may tend to favor genomes with many genes and hence with low Fv. This could also reflect the indirect selection of the lineages that were variable enough to explore new phenotypes and to sometimes discover fitter ones (or rediscover a fit phenotype after a deleterious mutation): in the lineage of the final best individual, beneficial mutations keep occurring even in the last 1,000 generations (data not shown). Such a pressure would not only favor high gene numbers, but could also favor high amounts of noncoding sequences (figs. 2 and 4). Thus, the empirical “rule” of one neutral offspring as a key of the long-term evolutionary success most likely reflects a trade-off between a sufficient fidelity of the transmission of the phenotype, a sufficient ability to explore new phenotypes, and a sufficient fitness.

To test whether this principle still applies under a more realistic selection scheme, we performed all experiments again under a “fitness-proportionate” selection scheme. In these experiments, the probability of reproduction of an individual directly depended on the absolute value of its gap g with environment, rather than on its rank in the population (see Materials and Methods). The evolved Fv were again of the order of 1/W, which means that the successful individuals were again those who produce one neutral offspring when they reproduce (see supplementary text S2, Supplementary Material online for more details). Besides, we obtained the same type of relationship between the mutation rate and the amount of noncoding positions (supplementary text S2, Supplementary Material online). This data set confirms that the previous results are not an artifact of the ranking selection scheme.

### Discussion

Taken together, our experiments and the mathematical analysis show that a specific level of mutational variability is indirectly selected, which in turn induces the selection of a specific amount of noncoding sequences, depending on the mutation rate and the selection efficiency. This does not require the evolutionary process to be farsighted. Nor does it require that selection acts on a group level. In our experiments, selection acted only on the individuals. Individuals whose phenotypes are not robust enough undergo deleterious mutations and disappear, whereas individuals whose phenotypes are not variable enough are outcompeted by those that were able to discover innovations. In our experiments, the long-term evolutionary success requires that one of the offspring produced at each generation retains the phenotype of its progenitor, which reflects this trade-off between the exploration of new phenotypes and the reliable transmission of the current one.

What are the consequences of the selection of a specific variability level on genome compactness? It depends on the contribution of nonfunctional DNA to the variability level. Here, the simple mutational patterns we used allowed us to describe the relationship between genome structure and variability by simple equations (see eqs. 1 and 2 and fig. 4). In the tested situation, the fraction of neutral offspring decreases when additional noncoding bases are acquired because 1) more rearrangements occur and 2) the average size of the rearranged segments increases. The former effect is plausible if the number of repeated elements increases with genome size, which seems plausible for both bacterial and eukaryote genomes (Achaz et al. 2001; Achaz et al. 2002). The latter is a consequence of the uniform distribution we assumed here for the size of the spontaneous rearrangements. Is such a distribution relevant for living species? Although comparative genomics approaches can reveal the size distribution of the fixed rearrangements, it

### Table 1

Respective Influence of the Local Mutation Rate and the Rearrangement Rate

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Local Mutation Rate (1/mloc)</th>
<th>Rearrangement Rate (1/mrearr)</th>
<th>Gene Numbera</th>
<th>Number of Noncoding Positionsa</th>
<th>Fraction of Neutral Offspring (Fv)b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>2.10⁻⁵</td>
<td>2.10⁻⁵</td>
<td>36.6 ± 3.7</td>
<td>6 106 ± 470</td>
<td>0.48 ± 0.01</td>
</tr>
<tr>
<td>Lower nrearr</td>
<td>2.10⁻⁵</td>
<td>5.10⁻⁶</td>
<td>42.2 ± 0.3</td>
<td>21 546 ± 4 563</td>
<td>0.59 ± 0.05</td>
</tr>
<tr>
<td>Higher nrearr</td>
<td>2.10⁻⁵</td>
<td>2.10⁻⁴</td>
<td>14.3 ± 5.1</td>
<td>289 ± 23</td>
<td>0.45 ± 0.04</td>
</tr>
<tr>
<td>Lower nloc</td>
<td>5.10⁻⁶</td>
<td>2.10⁻⁵</td>
<td>45.7 ± 4.5</td>
<td>7 500 ± 1 168</td>
<td>0.50 ± 0.05</td>
</tr>
<tr>
<td>Higher nloc</td>
<td>2.10⁻⁴</td>
<td>2.10⁻⁵</td>
<td>15.9 ± 0.5</td>
<td>2197 ± 527</td>
<td>0.46 ± 0.02</td>
</tr>
</tbody>
</table>

a Value at equilibrium (estimated as in fig. 3), mean ± standard deviation (SD) on n = 3 repetitions.
b Empirical estimate for the final best organism (see Materials and Methods), mean ± SD on n = 3 repetitions.
is extremely difficult to assess the size distribution of all the spontaneous rearrangements that occur in evolving populations. Indeed, in living organisms, illegitimate recombination, site-specific recombination, general homologous recombination, gene amplification by retroposition, and whole-genome duplications all contribute to genome dynamics at different levels (Hughes 1999; Rocha 2003; Cannon et al. 2004; Dujon et al. 2004). Hence, one can expect that each species, depending on its mutational patterns, exhibits its own complex, probably multimodal, size distribution. Our choice of a uniform distribution basically reflects the lack of knowledge in this area. However, we expect that in qualitative terms, the dynamics of noncoding DNA does not depend on the specific distribution of segment size, provided that the average segment size increases with genome size.

Aside from genome structure and the variety of mutational patterns, many other factors can influence the level of mutational variability of a living organism. From the robustness of protein folding to the robustness of developmental pathways, a multitude of mechanisms modulate the fraction of neutral mutations (Wagner 2005). Recombination also plays a major role in variation and may have its own effect on the length of the noncoding sequences (Comeron 2001). Thus, the relationship between genome size and the fraction of neutral offspring can be more complex in a living species than in our experiments.

As a consequence, the link we underscore here between the mutation rate and genome compactness may be difficult to reveal experimentally in living species. It is, however, noteworthy that the relationship we obtained is qualitatively consistent with Drake’s (1991) data, gathered for several microbial species from phage to fungi. Our results may provide an explanation for the constant genome-wide mutation rate he observed. It may reflect the indirect selection of the genome structure that allows for the best trade-off between a reliable transmission of the genetic information and the exploration of the mutational neighborhood. If the tested species share roughly the same mutational patterns, the same selective pressure and similar mutational robustness at other levels than the genome, then we can indeed expect them to appear on the same line on the log-log plot of genome size versus mutation rate (fig. 3). This pattern cannot be seen when unicellular and multicellular species are mixed (Lynch 2006), probably because the transition to multicellularity has introduced fundamentally new mechanisms of mutational robustness, like a cellular selection in the germ line.

Conclusion

These in silico experiments shed light on a long-term evolutionary pressure that can drive the loss or the accumulation of noncoding sequences. These results show that under low mutation rates, a large amount of noncoding sequences can be maintained despite the absence of mutational biases or proliferation of “selfish” elements. A forthcoming challenge is the design of in vitro or in vivo experiments that could assess the strength of this spontaneous, long-term evolutionary dynamics compared with more immediate pressures like the self-replication of transposable elements. Furthermore, with the evidence that indirect selective pressures shape genome structure in silico, it is relevant to search for the hallmark of such pressures at all levels between genotype and phenotype, from protein sequence to gene networks and developmental pathways.

Supplementary Material

Supplementary texts S1 and S2 and figures S1, S2, S3, and S4 are available at Molecular Biology and Evolution online (http://www.mbe.oxfordjournals.org/).
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