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Amino acid replacement matrices are an essential basis of protein phylogenetics. They are used to compute substitution probabilities along phylogeny branches and thus the likelihood of the data. They are also essential in protein alignment. A number of replacement matrices and methods to estimate these matrices from protein alignments have been proposed since the seminal work of Dayhoff et al. (1972). An important advance was achieved by Whelan and Goldman (2001) and their WAG matrix, thanks to an efficient maximum likelihood estimation approach that accounts for the phylogenies of sequences within each training alignment. We further refine this method by incorporating the variability of evolutionary rates across sites in the matrix estimation and using a much larger and diverse database than BRKALN, which was used to estimate WAG. To estimate our new matrix (called LG after the authors), we use an adaptation of the XRATE software and 3,912 alignments from Pfam, comprising ∼50,000 sequences and ∼6.5 million residues overall. To evaluate the LG performance, we use an independent sample consisting of 59 alignments from TreeBase and randomly divide Pfam alignments into 3,412 training and 500 test alignments. The comparison with WAG and JTT shows a clear likelihood improvement. With TreeBase, we find that 1) the average Akaike information criterion gain per site is 0.25 and 0.42, when compared with WAG and JTT, respectively; 2) LG is significantly better than WAG for 38 alignments (among 59), and significantly worse with 2 alignments only; and 3) tree topologies inferred with LG, WAG, and JTT frequently differ, indicating that using LG impacts not only the likelihood value but also the output tree. Results with the test alignments from Pfam are analogous. LG and a PHYML implementation can be downloaded from http://atgc.lirmm.fr/LG.

Introduction

Amino acid replacement matrices are 20 × 20 matrices that contain estimates of the instantaneous substitution rates from any amino acid to another one. Let \( Q = (q_{xy}) \) be such a matrix and assume that \( Q \) accurately models the substitution process; the probability \( p_{xy}(dt) \) of observing a change from amino acid \( x \) to amino acid \( y \) (\( x \neq y \)) during a short period of time \( dt \) is equal to \( q_{xy} dt \), whereas the probability \( p_{xx}(dt) \) that amino acid \( x \) is unchanged equals \( 1 + q_{xx} dt - \sum_{y \neq x} q_{xy} dt \). The rates in \( Q \) reflect the biological, chemical, and physical properties of amino acids, for example, replacements between arginine (positively charged) and aspartate (negatively charged) are under negative selection and have low rate, whereas replacements between isoleucine and valine (both hydrophobic, aliphatic and very nonreactive) are frequent and have high rate (see textbooks, e.g., Betts and Russell 2003). Amino acid replacement matrices are essential for inferring protein phylogenies. In distance methods, they are used to estimate the evolutionary distance (i.e., the expected number of substitutions per site) between all sequence pairs. In maximum likelihood (ML) and Bayesian methods, they are used to compute change probabilities along the tree branches and thus the likelihood of the data (see textbooks, e.g., Felsenstein 2003; Bryant et al. 2005; Yang 2006). Moreover, replacement matrices are closely related to score matrices, which are essential for aligning proteins and computing alignment scores (see textbooks, e.g., Setubal and Meidanis 1997). Applications of protein evolution models are reviewed in Thorne (2000).

A number of replacement matrices and estimation methods have been proposed since the seminal work of Dayhoff et al. (1972). The first approaches exploited the linearity between \( p_{xy} \) probabilities and \( q_{xy} \) rates with low timescale. They considered closely related sequence pairs (typically with >85% identity), counted the number of amino acid changes of each type per pair, rescaled these change numbers based on the sequence divergence for the analyzed pair, and averaged the results for all sequence pairs (for details see, e.g., Setubal and Meidanis 1997; Kosiol and Goldman 2004). The popular Dayhoff et al. (1978) and JTT (Jones et al. 1992) matrices were estimated using this counting approach. A drawback of this type of method is that only closely related sequence pairs can be used. If the identity threshold is too high a number of sequence pairs are discarded from the analysis. When the threshold is too low, linearity is no longer ensured due to the presence of hidden substitutions. This limitation was alleviated by the resolvent method of Müller and Vingron (2000), which can exploit more diverging sequence pairs than simple counting methods. Matrix logarithm (instead of linear interpolation) is also used for the same purpose in numerous replacement matrix estimation methods (Bennet et al. 1994; Arvestad and Bruno 1997; Devauchelle et al. 2001; Veerassamy et al. 2003; Arvestad 2006). However, all these methods (simple counting, resolvent, or logarithmic) are only able to deal with independent sequence pairs and cannot exploit multiple alignments and the corresponding phylogenies, so substantial evolutionary information is overlooked.

Adachi and Hasegawa (1996), Yang et al. (1998), and Adachi et al. (2000) first attempted to benefit from multiple alignments using ML approaches. Due to the computational burden, they used relatively restricted data sets (less than 100,000 residues) composed of concatenated protein alignments from a few species (20, 23, and 10, respectively). All proteins were assumed to share the same phylogeny, which was estimated by ML simultaneously with the replacement matrix. Whelan and Goldman (2001) showed that approximate phylogenies can be used...
to obtain accurate matrix estimates, thus considerably simplifying the computations by avoiding simultaneous optimization of the replacement matrix, phylogenies, and branch lengths. They used a much larger database than in previous ML studies, BRKALN (Jones D, unpublished data), containing 182 alignments and ~900,000 residues. They first inferred the phylogenies using Neighbor-Joining (NJ) (Saitou and Nei 1987), reestimated the branch lengths by ML under the JTT model, and estimated the optimal replacement matrix by ML using an expectation-maximization (EM) algorithm. Their WAG matrix showed a clear improvement over JTT and Dayhoff matrices with respect to the likelihood values of inferred phylogenies (see also Results).

A second way to improve amino acid replacement modeling is to use different matrices depending on the data or sequence sites. Replacement matrices have been estimated for various domains of life (e.g., Dimmic et al. 2002; Abascal et al. 2007), organelles (e.g., Adachi and Hasegawa 1996; Adachi et al. 2000), protein types (e.g., Jones et al. 1994), or protein families (e.g., Arvestad 2006). Replacement matrices have also been estimated for various site categories, mostly based on the solvent accessibility and secondary structure (e.g., Koshi and Goldstein 1995; Thorne et al. 1996; Goldman et al. 1998; Holmes and Rubin 2002; Lartillot and Philippe 2004). Here, we present a new general amino acid replacement matrix. General matrices are usually robust and tend to perform well in many cases, as shown by Keane et al. (2006) for WAG (and to some extent for JTT), with a very large number of alignments from the 3 kingdoms of life. In fact, general matrices are still widely used, even though specific matrices should be preferred for certain analyses, for example, with membrane or mitochondrial proteins. Moreover, the method we propose to estimate our general matrix should be effective to obtain dedicated matrices for special protein groups or site classes. This method is a continuation of the ML estimation procedure of Whelan and Goldman (2001) but, unlike this latter method, it incorporates the variability of rates across sites in likelihood calculations and replacement rate estimations. It is commonly acknowledged that sites of a given protein do not all evolve at the same rate, that is, some sites are slow (or invariant) due to strong functional or structural constraints, whereas other sites with low evolutionary pressure (usually situated in turns) evolve rapidly. The standard approach (Yang 1993) to account for among-site rate variations in ML tree inference involves using a discrete gamma distribution of rates ($+$ $\Gamma$ option), which is often combined with a category of invariant sites ($+$ $I$ option; Gu et al. 1995). Using these options greatly increases the tree likelihood, and most of the phylogenies that are published today have been inferred under models that account for among-site rate variation. We show that the same holds for replacement matrix estimation and that accounting for site rates enhances estimations of the rates of amino acid changes. Moreover, to estimate our new matrix, called LG (after the authors), we use a much larger and diverse data set than BRKALN, which was used to estimate the WAG matrix.

In the following, we first describe our data, then our estimation method. We compare our results with JTT and WAG and, finally, discuss directions for further research.

**Data Sets**

To estimate our replacement matrix, we use Pfam (Bateman et al. 2002), which contains an extensive collection of protein families and domains. Overall, the current version (May 2007) of Pfam contains 6,885 Pfam families that match ~75% of protein sequences in Swiss-Prot and TrEMBL (Böckmann et al. 2003). We use the seed alignments of Pfam, which are manually verified multiple alignments of representative sets of sequences corresponding to each Pfam family. To avoid learning from too restricted alignments, we first run GBLOCKS (Castresana 2000; default options) to eliminate sites containing many gaps and then select all alignments with at least 5 taxa and 50 (remaining) sites. We thus obtain 3,912 alignments (49,637 sequences, 599,692 sites, and 6,697,813 residues), with few gaps (~1% of the residues) and sufficient numbers of taxa (~13 per alignment, on average) and sites (~153 per alignment, on average). These alignments have several relevant properties to estimate a general replacement matrix: 1) they are highly diverse, as they represent (through manual selection) more than half of the Pfam families; 2) they are high-quality alignments (thanks to manual curation); and 3) they contain a moderate number of taxa, which facilitates computations, notably the inference of phylogenetic trees prior to matrix estimation.

The BRKALN database (186 alignments, 3,905 sequences, 50,867 sites, and 895,132 residues) that was used to estimate the WAG matrix is more restricted than ours and contains some very large alignments (up to 100 taxa) and also some very small ones (2 taxa). Moreover, protein families were included in BRKALN only if the 3-dimensional (3-D) structure of at least 1 member of the family was experimentally determined when the database was built (mid-1990s). This likely induces some bias toward specific globular proteins, which are typically easy to crystallize with well-defined 3-D structure.

To avoid estimating and testing our replacement matrix with the same data, which could overrate its real performance, we randomly select 500 alignments for testing from the 3,912 (cleaned for gaps and large enough) Pfam alignments, thus leaving 3,412 alignments for training.

Moreover, to check that our matrix is not biased in favor of Pfam alignments, we also use test alignments from TreeBase (Sanderson et al. 1994). This database contains alignments that have been used for phylogenetic purposes and deposited on the database by the author prior to publication. Thus, most of these alignments are carefully aligned with rigorously selected taxa and sequences. These alignments are quite diverse: some are highly cleaned and do not contain any gaps, whereas some others contain up to 95% of gapped sites; some alignments are very large (up to ~12,500 sites), whereas some others are limited (minimum of 7 and 55 taxa and sites, respectively). All protein alignments from TreeBase (May 2007) are selected, except 3 of them because the set of taxa
differs in the alignment and in the published tree and 2 of them because the maximum pairwise divergence seems excessively large in a phylogenetic inference context (>2.0 substitutions per site, using a standard WAG distance). Moreover, 5 redundant alignments are removed. We thus obtain 59 test alignments, among which 2 correspond to genomic data with concatenated protein sequences. The average number of sequences per alignment is ~25, and the average number of sites is ~550 for non-genomic alignments, and is above 12,500 for genomic ones. These alignments are larger than Pfam alignments and should be representative of usual phylogenetic studies. All our test alignments are downloadable from http://atgc.lirmm.fr/LG.

**Model and Estimation Method**

We assume (as usual) a general time-reversible model of amino acid substitutions. We first describe this model, its components, and use to infer phylogenies, then our method to estimate this model from protein alignments.

The General Time-Reversible Substitution Model and Its Use in Tree Inference

This section provides notation and the main properties. More details and explanations can be found in textbooks (e.g., Felsenstein 2003; Bryant et al. 2005; Yang 2006).

We assume that sites evolve independently and that the substitution process is time continuous and homogeneous. The evolution of any given site is characterized by a Markovian substitution matrix, which is denoted \( Q = (q_{xy}) \) and remains constant during evolution. The set of states corresponds to the 20 amino acids, \( q_{xy} (x \neq y) \) is the substitution rate between amino acids \( x \) and \( y \), and \( q_{xx} \) diagonal terms are such that the row sums are all zero.

Moreover, the evolutionary process is assumed to be stationary. The stationary (or equilibrium) distribution is denoted \( \Pi = (\pi_x) \), where \( \pi_x \) is the probability of amino acid \( x \). \( \Pi \) and \( Q \) are dependent (\( \Pi Q = 0 \)), and the empirical distribution of amino acids within the data set being studied should be close to \( \Pi \).

Finally, the process is assumed to be time reversible. We use this property to rewrite \( Q = (q_{xy}) \) as

\[
q_{xy} = \pi_y f_{x \rightarrow y}, \quad x \neq y, \\
q_{xx} = -\sum_{y \neq x} q_{xy},
\]

where \( R = (r_{xy}) \) is symmetric, independent of \( \Pi \), and called the exchangeability matrix. Equation (1) is commonly used (F option, available in several programs) to adapt the \( Q \) matrix to proteins with an atypical amino acid distribution; we simply multiply the exchangeability coefficients \( (r_{xy}) \) by the amino acid frequencies \( (\pi_x) \) in the studied proteins.

In molecular phylogenetics, times and branch lengths are measured in number of substitutions per site rather than years. Thus, we normalize \( Q \) so that a time unit \( (t = 1.0) \) corresponds to 1.0 expected substitution per site. The normalized form \( \tilde{Q} \) of \( Q \) is defined by

\[
\tilde{Q} = \frac{1}{\mu} Q = \left( \frac{q_{xy}}{\mu} \right), \text{ with normalization term}
\]

\[
\mu = -\sum_x \pi_x q_{xx}.
\]

In the following, we shall estimate nonnormalized \( Q \) matrices, in order to have more flexibility in rate estimation; such a matrix can be written as \( Q = \rho Q \), where \( \rho \) is a global rate. However, normalized matrices will be used in tree inference, as usual, and \( \tilde{Q} \) will denote a normalized matrix unless explicitly stated.

Amino acid changes over the course of time are represented by the matrix \( P(t) = (p_{xy}(t)) \), where \( p_{xy}(t) \) is the probability of observing a change from \( x \) to \( y \) when the elapsed time is \( t \). Note that hidden substitutions are possible and that \( p_{xy}(t) \) sums all possibilities \( (1, 2, 3, \ldots, n, \ldots \text{ substitutions}, \text{with an initial state } x \text{ and final state } y) \). As stated above, the probability \( p_{xy}(dt) \) of changing from \( x \) to \( y \) \((x \neq y)\) in infinitesimal time \( dt \) is equal to \( q_{xy} dt \). This implies the following basic relationship between the substitution rates \( (\tilde{Q}) \) and change probabilities \( (P) \):

\[
P(t) = e^{\tilde{Q}t},
\]

where the right term denotes the matrix exponential.

The likelihood of the data (denoted \( D \)) for a given tree \( T \) (including branch lengths) and replacement matrix \( Q \) is

\[
L(T, Q; D) = \prod_i L(T, Q; D_i),
\]

where the product runs over all the sites (independence assumption), and where \( L(T, Q; D_i) \) is the likelihood of the data at site \( i \) \((D_i)\) given \( T \) and \( Q \). \( L(T, Q; D_i) \) is computed by applying equation (3) to each tree branch \( i \) (the branch length) and using the pruning algorithm (Felsenstein 1981).

However, it is acknowledged that sites do not evolve at the same rate due to various evolutionary pressures. The most common way to account for this fact is to assume that rates vary across sites and follow a gamma distribution (Yang 1993). Moreover, as in most data sets some sites are constant (i.e., contain a single amino acid), the gamma model is usually improved when assuming that some sites are invariant and do not undergo any substitution along the studied phylogenetic tree (Gu et al. 1995). Practical implementation of these assumptions relies on discrete categories of rates. Each site belongs to a category \( c \in \{1, 2, \ldots , C\} \), with probability \( \pi_c \) and rate \( \rho_c \). Yang’s approach involves categories with equal probabilities (i.e., \( \pi_c = 1/C \)) and \( \rho_c \) rates being defined by parameter \( \alpha \) of the gamma distribution. When accounting for invariant sites, we have a special category (with zero rate) and 1 more parameter, denoted \( \pi_{\text{inv}} \), which corresponds to the proportion of invariant sites. Note that the proportion of invariant sites is always lower than that of constant sites in the data set, as some constant sites may have undergone hidden substitutions. Altogether, the likelihood of the data for tree \( T \), replacement
matrix $Q$, and gamma distributed rate categories with invariant sites

$$L(T, Q, \alpha, \pi_{\text{invar}}; D) = \prod_i [\pi_{\text{invar}} L(\text{Invariant}; D_i)] + (1 - \pi_{\text{invar}}) \sum_{i\leq j\leq C} \frac{1}{C} L(T, \rho; Q; D_i),$$

where $L(D_i; \text{Invariant})$ is the likelihood of site $i$ assuming the invariant model, that is, 0 if the site is nonconstant, or else $\pi_i$ when the site is constant and contains amino acid $x$; $\rho, Q$ is simply the matrix of rates from $Q$ multiplied by the category rate $\rho_i$, that is, $\rho, Q = (\rho_i, q_{xy})$. As the rate for invariant sites is null, we also have $L(\text{Invariant}; D_i) = L(T, 0 \times Q; D_i)$. Moreover, it is easily seen from equation (3) that equation (5) can be rewritten as

$$L(T, Q, \alpha, \pi_{\text{invar}}; D) = \prod_i [\pi_{\text{invar}} L(\text{Invariant}; D_i)] + (1 - \pi_{\text{invar}}) \sum_{i\leq j\leq C} \frac{1}{C} L(T, \rho; Q; D_i),$$

where $\rho, T$ is the same as tree $T$ but with all branch lengths being multiplied by $\rho_i$.

The standard approach to infer trees from protein sequences is to search for the tree $T$ (with branch lengths) which maximizes likelihood (4) or (6), assuming that amino acid substitutions are modeled by a given replacement matrix $Q$ (WAG, JTT, etc.). Model parameters, that is, $\pi_{\text{invar}}$ and $\alpha$ that defines $\rho_i, \alpha$ rates are usually estimated along the way as they vary from one data set to another. When the F option is turned on, we estimate the equilibrium frequencies of amino acids using the empirical frequencies in the data set or by likelihood maximization; otherwise we use the default frequencies of the $Q$ matrix at hand. Estimating amino acid frequencies involves 19 additional free parameters to be accounted for in Akaike (1974), Bayesian Information Criterion (BIC) (Schwarz 1978), and related criteria (Posada and Buckley 2004).

Estimating the Replacement Matrix from Alignments

We now have a set of protein alignments, denoted $A = \{D^a\}$, where $D^a$ is an alignment, and we aim to estimate the $Q$ matrix using a ML approach. The likelihood of $A$ is

$$L(A) = \prod_a L(T^a, Q; D^a),$$

where $T^a$ is a phylogenetic tree relating the sequences in $D^a$, and the product runs over all alignments in $A$. However, maximizing likelihood (7) is a hard task because we should both maximize $Q$ and the $T^a$ trees, that is, a huge number of numerical parameters ($Q$ coefficients and branch lengths) plus the tree topologies. Whelan and Goldman (2001) greatly simplified the computations using a 2-step approach. They first estimated an approximate tree $T^a$ for every alignment $D^a$, and then used these trees in equation (7). Based on this simplification, the likelihood of $A$ becomes

$$L(A) = \prod_a L(Q, D^a, T^a),$$

that is, the likelihood of the data and of the $T^a$ trees, given replacement matrix $Q$. Using likelihood (8), only $Q$ coefficients have to be estimated. The rationale of this simplification is based on the common observation that estimates of evolution model parameters (typically, the gamma shape parameter) remain relatively constant across near-optimal tree topologies. This is assumed to be the case for parameters used to describe amino acid replacement. Notably, relative values of amino acid exchangeability parameters ($r_{xy}$) are assumed to stay approximately constant over near-optimal branch lengths and tree topologies, and the global rate $\rho$ is used to fit the exchangeabilities to the branch lengths in the current trees. Thus, as soon as the $T^a$ trees in equation (8) are sufficiently close (within a scaling factor $\rho$) to the optimal trees, the estimations of $Q$ from equation (7) and from equation (8) should be nearly identical. This was checked in Whelan and Goldman (2001) by iterating the optimization process; almost no change was observed when $T^a$ trees were refitted to a first estimation of $Q$ and $Q$ was reestimated using these improved trees. To obtain reasonably accurate $T^a$ trees, Whelan and Goldman (2001) used the NJ algorithm with Dayhoff distances and reestimated the branch lengths by ML with JTT and the F option. No gamma distribution of rates and no invariant sites were used in these tree estimations, nor were they used in $Q$ estimation, where equation (4) was used in equation (8) to compute the likelihood of each alignment.

However, because rates do vary across sites, the $Q$ matrix is not optimally estimated using this method. For example, the constant sites (~18% of the sites in our Pfam alignments) have a strong influence on $Q$ estimation, whereas they are likely invariant and do not provide much information on amino acid substitutions. In the same way, highly variable sites are not properly accounted for in $Q$ estimation because their changes along the tree are mostly explained by their high substitution rate rather than by the detailed features of the replacement process.

We use the following estimation procedure to account for rates across sites:

(a) Just as in Whelan and Goldman (2001), likelihood (8) is used to estimate $Q$. However, the $T^a$ trees are inferred by ML with rates across sites; for each alignment $D^a$, PHYML (Guindon and Gascuel 2003) is run with WAG, the invariant site model, and 4 discrete categories of gamma distributed rates (i.e., WAG + $\Gamma_4 + 1$). The gamma shape parameter ($\alpha$) and the proportion of invariant sites ($\pi_{\text{invar}}$) are estimated from the data ($D^a$).

(b) For every site $i$, the posterior probability of each rate category is computed using

$$\frac{(1 - \pi_{\text{invar}}) L(\rho, T^a, Q; D^a)}{\pi_{\text{invar}} L(\text{Invariant}; D_i^a)}$$

for the discrete gamma categories, and

$$\pi_{\text{invar}} L(\text{Invariant}; D_i^a)$$

for the invariant category.

Let $c(i)$ be the rate category with maximum posterior probability (eq. 9) for site $i$ and $\rho_{c(i)}$ the corresponding rate ($\rho_{c(i)} = 0$, when $c(i)$ refers to the invariant category). To compute the likelihood of any $D^a$ alignment and $T^a$
tree in equation (8), a simplified version of equation (6) is used, that is,
\[ L(Q; D^a, T^a) = \prod_i L(Q; D^a_i, \rho_{c(i)} T^a). \] (10)

The difference with respect to equation (6) is that the weighted sum over all rate categories is replaced with the most likely category, thus highlighting its most likely evolutionary rate for each site. In other words, equation (10) does not integrate over site categories and represents the likelihood of the data, \( T^a \) tree and selected site categories, given replacement matrix \( Q \). When using equation (6) in likelihood (8), the results are not any better than those obtained with equation (10) and we are faced with the presence of numerous local optima of the likelihood function. Moreover, likelihood (10) induces a slight bias when using a category of invariant sites. Indeed, a large proportion of constant sites (~40%, typically containing the most conserved residues, e.g., proline) are classified in the invariant category and are not accounted for in the matrix estimation because the site likelihood assuming the invariant model does not depend on \( Q \). Several approaches are possible to deal with this difficulty, as detailed in the Appendix. Based on computer simulations and the results obtained with our test sets, it appears that the best solution is not to use any invariant category. All constant sites are thus retained in rate estimations and are classified in the slowest gamma category. All constant sites are thus retained in rate estimations and are classified in the slowest gamma category. All constant sites are thus retained in rate estimations and are classified in the slowest gamma category. All constant sites are thus retained in rate estimations and are classified in the slowest gamma category.

(d) However, the best way to improve the replacement matrix is to iterate the learning process, rather than spending computing time on matrix optimization with fixed trees and site categories. Let LG1 be the matrix inferred using the above procedure, then we again run steps (a) tree inference, (b) site classification, and (c) matrix estimation using XRATE but replace WAG by LG1 in all these steps. The results shown in the Appendix indicate that the second iteration matrix, called LG2, is slightly but noticeably better than LG1. However, starting from LG2 and again running the learning procedure, XRATE is unable to improve LG2, which is a (local) optimum with respect to equation (7). Moreover, LG2 remains nearly identical when all 3,912 (training plus testing) Pfam alignments are used to learn again starting from LG2. This indicates that sampling differences (3,912 alignments vs. 3,412 alignments) do not markedly affect the rate estimates. Moreover, our results do not contradict the assumption in equation (8) that nearly optimal trees are sufficient to obtain accurate rate estimates; rates in LG2 and LG1 are highly correlated (0.997 when using the log values), and LG2 is only a refinement of LG1. LG2 is thus our final LG matrix, which is available from http://atgc.lirmm.fr/LG.

The properties of this estimation procedure (e.g., presence of bias, benefit obtained by iterating the learning process) are further studied and discussed in the Appendix.

**Results**

We first describe the main features of the thus-estimated LG matrix, and then compare its performance in tree inference to several other replacement matrices with different options and data sets.

**LG Replacement Matrix**

As stated above, the LG matrix (as estimated using the above procedure) is defined by 3 components: the global rate \( \rho \), the amino acid equilibrium distribution \( \mathbf{H} \) and the exchangeability matrix \( \mathbf{R} \). We describe each of these components in turn.

The global rate \( \rho \) is equal to 1.11 and 1.07 for the first (LG1) and second (LG2) iterations, respectively. This indicates that LG is globally faster than WAG, but it is difficult to extrapolate the LG properties from these findings. To study the LG rate in tree inference, we thus measure the tree length obtained with the normalized version of LG and with WAG, both used with 4 gamma categories and...
Table 1
Comparison of WAG and LG Regarding the Tree Length and Gamma Shape Parameter

<table>
<thead>
<tr>
<th></th>
<th>LG/WAG</th>
<th>#LG &gt; WAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree length</td>
<td>TreeBase</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>Pfam</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>TreeBase</td>
<td>0.74</td>
</tr>
<tr>
<td>α</td>
<td>Pfam</td>
<td>0.66</td>
</tr>
</tbody>
</table>

Note.—LG and WAG are run with PHYML using the $\Gamma^4 + 1$ option on TreeBase and Pfam test alignments. The tree length is the sum of all branch lengths; $\alpha$ denotes the gamma shape parameter; LG/WAG is the average of the ratios between LG and WAG values, over all alignments. #LG > WAG counts the number of alignments where the LG value is larger than the WAG value, among 59 and 500 alignments for TreeBase and Pfam, respectively. The sign test indicates that all these counts reveal highly significant differences between LG and WAG ($p$-value $\approx 0.0$).

Performance Comparisons

Our aim is to assess the performance of LG when used to estimate the likelihood of phylogenies and to infer them from data. LG is compared with 3 replacement matrices using various options. These are standard JTT and WAG matrices, and a new matrix denoted WAG’, which we learn from our Pfam training alignments using Whelan and Goldman (2001) procedure (i.e., using eqs (4) and (8), instead of eqs (8) and (10) for LG; see above for details and Appendix for further comparisons). Thus, WAG’ measures the gain (relative to WAG) brought by using Pfam instead of BRKALN, and the difference between LG and WAG’ represents the gain obtained when using our estimation method, in comparison with that of Whelan and Goldman. Note that all performance comparisons are based on the test alignments, which are independent of the training alignments used to learn LG (and WAG’).

Unless explicitly stated (i.e., $-\Gamma$), all models are used with 4 discrete gamma rate categories and invariant sites (i.e., $+\Gamma^4 + 1$, not written for conciseness). Most models are used both with and without the F option. When the F option is turned on (i.e., $+F$), the empirical amino acid frequencies in the alignment are used in equation (1) to adapt the replacement matrix to the specificities of the analyzed data set. Otherwise, the F option is turned off (i.e., $-F$, implicit when no indication is provided), and we use the default amino acid frequencies of the model. Better likelihood
values are expected when the F option is turned on, but the +F option requires estimation of 19 additional free parameters (amino acid frequencies), which may counterbalance in the Akaike information criterion (AIC) the likelihood gain in comparison with −F. Moreover, with Pfam test alignments, we expect WAG and JTT to be closer to WAG and LG when used with the +F option, than when used with −F, as with +F all models use the same (Pfam-like) amino acid frequencies. Finally, we also test WAG but with LG amino acid frequencies (denoted WAG + LGF) to measure the relative impact of the amino acid frequencies and exchangeability matrices. Having WAG similar to WAG + LGF (in likelihood value) would mean that most of the difference between WAG and LG is induced by their exchangeability matrices.

All models and options are run on the 500 (Pfam) and 59 (TreeBase) test alignments using PHYML with standard options. The starting tree is built by BIONJ (default option of PHYML), and we perform an SPR search of the tree space (Hordijk and Gascuel 2005). The gamma shape parameter (\(\alpha\)) and the proportion of invariant sites (\(\pi_{\text{invar}}\)) are estimated from the data.

For all models and options, we measure the AIC (Akaike 1974) on each of the test alignments, that is,

\[
\text{AIC}(M, D^a) = 2LL(M, T^a; D^a) - 2\#\text{parameters}(M),
\]

where\(\text{LL}\) is the log-likelihood.
where $LL(M, T^m; D^a)$ is the log-likelihood of alignment $D^a$ given model $M$ and inferred tree $T^m$; $\#$ parameters ($M$) is the number of parameters of model $M$. All tested models induce 1 parameter (length) per tree branch, plus 2 parameters with the $+\Gamma4 + 1$ option, plus 19 parameters with the $+F$ option. We also define the average AIC per site of model $M$ for the alignment data set $A$, which is simply

$$AIC/site(M, A) = \frac{\sum_a AIC(M, D^a)}{\sum_a s^a}, \quad (11)$$

where $s^a$ is the number of sites in $D^a$. All models are compared with WAG and its variants, using criterion (11). To complete this global average result, we also count the number of alignments in $A$ where $AIC(M_1, D^a) > AIC(M_2, D^a)$, where $M_1$, $M_2$ is any model pair. Moreover, to assess the statistical significance of the observed difference between models $M_1$ and $M_2$, we use the nonparametric paired sign test (MacStewart 1941). For every alignment $D^a$, we compare the number of “positive” sites ($LL(M_1, T^m_1; D^a) > LL(M_2, T^m_2; D^a)$) and the number of “negative” sites ($LL(M_1, T^m_1; D^a) < LL(M_2, T^m_2; D^a)$). When the number of positive sites is significantly larger than the number of negative sites ($p$-value < 0.01) and when $LL(M_1, T^m_1; D^a) > LL(M_2, T^m_2; D^a)$, we say that $M_1$ is significantly better than $M_2$ with alignment $D^a$. Inferred trees $T^m_1$ and $T^m_2$ can be identical or different. However, this test applies only to models having the same number of parameters because there is no penalty for the parameter number as in AIC. This (quite simple) test is a nonparametric version of the Kishino and Hasegawa test (1989; KH test). It avoids any normality assumption (as in several KH test versions) and is fully applicable here as there is no selection bias that would favor one model compared with the other (for more explanations, see Goldman et al. 2000; Felsenstein 2003). We selected this version of KH because it emphasizes the number of sites that prefer model $M_1$ over $M_2$, which seems better suited for model comparison than relying on the high effect of few sites (typically highly unlikely, with strongly negative log-likelihood values).

Finally, we also compare the topology of inferred trees and count the number of alignments where the tree built using any model $M$ is not the same as the tree inferred with WAG (or one of its variants). The true tree is not known with real data (as opposed to simulated data), and our aim is to measure the impact of the various models in terms of topology, that is, do we frequently infer a different tree topology when improving the replacement matrix? Indeed, it is commonly believed that tree topologies inferred with usual matrices (WAG, JTT, etc.) tend to be identical, which would mean that any efforts to refine these matrices are somewhat useless. When different topologies are found, we should prefer the one with best likelihood value, which is likely inferred using an accurate replacement matrix with relevant model options. However, the difference may be slight and nonsignificant, so we cannot reject the topology.
with the lower likelihood value. Thus, we also count the number of cases where the $M$ and WAG topologies differ and where the difference in AIC value between the 2 models is statistically significant (using the sign test, see above).

All comparisons are displayed in table 2 (59 TreeBase test alignments) and table 3 (500 Pfam test alignments). Figure 4 also shows the progress of the various models compared with JTT. We first discuss differences among models in terms of AIC values and then the topological impact.

### AIC Values

Tables 2 and 3 and figure 4 are congruent. We see the following:

- **WAG −Γ−I** is (as expected) a poor model. With TreeBase, WAG −Γ−I is never better than WAG (+I4 + I), and this occurs for only 26 data sets among the 500 Pfam alignments. These 26 data sets are limited (~7 taxa and ~100 sites on average), which penalizes the 2 additional parameters required by +I4+I option. Moreover, the AIC gain per site of WAG −Γ−I is quite low (~−0.0006) when averaged within the 26 files. Similar results are found with JTT and LG (see additional results on the LG Web site). Clearly, among-site rate variation has to be accounted for in phylogenetic inference, as already discussed in a number of papers. However, adding invariant sites (+I4+I) improves only a little (see LG Web site) compared with using gamma-distributed rates (+I4−I).

- **WAG + F** slightly improves WAG with TreeBase, and the gain is a bit higher with Pfam. However, the number of data sets that are better with WAG + F than with WAG is pretty much the same as the number of data sets that are worse, and this holds both with TreeBase and Pfam. Moreover, when using the BIC criterion (Schwarz 1978), WAG + F is worse than WAG, both with Treebase (BIC difference per site equals −0.04) and Pfam (BIC difference per site equals −0.28). The detailed analysis (data not shown) indicates that, as expected, the data sets having a large number of sites tend to be improved using the +F option, whereas small data sets are penalized by the 19 additional parameters (amino acid frequencies) to be estimated with +F.

- **WAG + LGF** slightly improves WAG. This is expected with Pfam as LG amino acid frequencies are estimated from this database. However, the gain is low (0.01 with TreeBase and 0.04 with Pfam) and not significant with TreeBase. This shows that the difference between WAG and LG is not (or marginally) induced by their amino acid frequencies but rather by their exchangeabilities.

- **JTT** and **JTT+F** are clearly worse than WAG and WAG + F, respectively, both with TreeBase and Pfam, and the difference is significant for a number of alignments. Similar observations were provided by Whelan and Goldman (2001) with BRKALN. Their results are confirmed here with independent alignments.

- **LG** clearly improves WAG, with an average AIC gain per site of 0.25 and 0.21 for TreeBase and Pfam, respectively. With an alignment length of 300 (standard value for proteins), the expected gain of LG over WAG is about 70–75 AIC points, which is equivalent to 35–40 log-likelihood points as WAG and LG have the same number of parameters. For most alignments, AIC value of LG is better than that of WAG, both with TreeBase (48 among 59) and Pfam (409 among 500). Moreover, the LG gain is often significant (38 and 161 times for TreeBase and Pfam, respectively), whereas WAG is rarely significantly better than LG (2 and 6 times, respectively). The 9 Treebase alignments that are better with WAG than with LG are of limited size and/or have a large number of gaps and thus contain a low phylogenetic signal. The detailed analysis (see LG Web site) shows that the LG gain over WAG tends to increase when the variability of rates among sites increases, that is, when the value of the gamma shape parameter (α) decreases. This is an expected result as
LG is designed to cope with among-site rate variation. But this is only a minor effect and for standard $\pi$ values (say $\pi<4.0$, i.e., for $>90\%$ of data sets) LG is clearly better than WAG.

- LG + F also improves WAG + F in terms of average gain per site (0.20 and 0.13 for TreeBase and Pfam, respectively) but to a lesser extent than LG versus WAG. This is an expected result with Pfam, as WAG + F uses Pfam amino acid frequencies instead of the BRKALN frequencies of standard WAG. LG + F is clearly better than WAG+F for a number of alignments, for example, with TreeBase LG + F is 27 (among 59) times significantly better than WAG + F, whereas WAG + F is better than LG + F with 7 data sets only. However, LG + F is not any better than LG. With AIC, the difference between these 2 models is nearly null, both with TreeBase and Pfam (as can be noted in tables 2 and 3 when comparing with WAG and WAG + F). With BIC, LG + F is significantly worse than LG (data not shown). However, just as with WAG, LG + F tends to be better than LG with large alignments.

- The comparison between LG and WAG’ illustrates the gain provided by our estimation procedure as WAG’ is estimated from the same Pfam alignments as LG, but using the approach of Whelan and Goldman (2001). LG is clearly better than WAG’, even if the average gain in AIC value is lower than with standard WAG (0.12 and 0.06 with TreeBase and Pfam, respectively). With TreeBase, about half of the gain between LG and WAG is explained by our estimation procedure, whereas with Pfam the proportion is about a third. The difference between TreeBase and Pfam (half vs. a third) simply comes from the fact that WAG’ closely fits (i.e., better than WAG) Pfam alignments because it is estimated from Pfam. Moreover, LG is better than WAG’ for most alignments and the difference is very often significant, for example, 50 times (among 59) with TreeBase. Finally, WAG’ tends to be better than LG (see LG Web site) when variation in rates among sites is not used (option $-I$). Again, this is an expected result as LG accounts for variation in rates among sites, whereas WAG’ does not. But both LG $-I$ and WAG’ $-I$ are poor models (see LG Web site) that should be discarded in most analyses. Thus, in practice, LG outperforms WAG’, and this result is obtained thanks to our estimation method.

All these findings are summarized in figure 4. WAG is a clear improvement over JTT, thanks to ML estimation of rates. WAG + LGF is slightly better than WAG, but the difference is mostly visible with Pfam as LG amino acid frequencies are estimated from Pfam. WAG’ is better than WAG + LGF because it is estimated (using the WAG procedure) from our large and diverse sample of Pfam alignments, which impacts both the exchangeabilities and amino acid frequencies. LG is clearly best, thanks to its improved exchangeability matrix that is estimated by accounting for the site rates. It is worth noting that the difference between LG and WAG is even larger than that between WAG and JTT. Note, moreover, that the average results of figure 4 are statistically significant for a number of alignments.

Tree Topologies

Tables 2 and 3 show that changing the substitution model changes the inferred topology with $\sim 1/2$ (Pfam)
to \(-2/3\) (TreeBase) of the alignments. As expected, the LG topology tends to have a higher likelihood value than the WAG topology, whereas the JTT topology tends to be worse than that of WAG, for example, with TreeBase the LG topology is more likely than that of WAG with 31 alignments (among 40, where LG and WAG topologies differ), whereas the WAG topology is better than that of JTT with 26 alignments (among 36). A large number of these differences are statistically significant. Notably, with TreeBase, the LG topology is significantly better than that of WAG 25 times and worse with 2 alignments only. Results obtained with Pfam alignments are less marked as the topological differences between LG, WAG, and JTT are statistically significant with only 10–15% of the alignments. However, the main conclusions are unchanged, for example, the LG topology is significantly better than that of WAG with 61 alignments and worse with 4. The difference between Pfam and TreeBase comes from the alignment size. Pfam alignments are somewhat limited, which is handy for rate matrix estimation, but induces low likelihood gains in a test context. In fact, when looking at the 100 largest alignments in our Pfam test set (\(\sim30\) taxa and \(\sim242\) sites, on average), we find that the LG topology is significantly better than that of WAG with 37 alignments and is never significantly worse (among 67 alignments, where LG and WAG topologies differ). Thus, it appears that using LG (instead of WAG or JTT) impacts the tree topology with a large proportion (say half) of the alignments and that these changes tend to be significant and in favor of LG when the alignments are sufficiently large.

### Discussion

We propose in this paper an improved ML method to estimate amino acid replacement matrices. This method accounts for among-site rate variation and provides accurate replacement rate estimates as amino acid changes observed in the data are rescaled depending on whether they occur in slow or fast sites. This method is used to estimate a general replacement matrix using a large, diverse, and high-quality set of alignments extracted from Pfam. Our LG matrix shows marked differences with WAG. Most notably, the lowest exchangeabilities (typically corresponding to 3 substitutions at the codon level) are much lower in LG than in WAG. We tested the performance of LG, WAG, and JTT using 59 alignments from TreeBase and 500 independent Pfam alignments. Our results show that LG outperforms WAG (itself outperforming JTT) with respect to the likelihood value of inferred trees. Most notably, LG is often significantly better than WAG but very rarely worse. LG also tends to produce topologies that differ with respect to those of WAG, so LG should be preferred to WAG and JTT in a number of phylogenetic analyses.

There are several directions for further works. It would be relevant to study the properties and performance of LG in aligning proteins as it was developed and studied in a pure phylogenetic context. Our estimation method could possibly be improved by using a standard expression of tree likelihood, that is, by replacing our equation (10) by the usual equation (6). However, one is then faced with multiple local optima of the likelihood function and a hard optimization problem. In fact, even if XRATE and its EM-based approach perform remarkably well, we believe that an interesting direction for further works would be to search for faster and/or more robust estimation algorithms, for example, based on other optimization principles. Finally, and most importantly, our estimation method could be applied to a number of data sets to obtain amino acid replacement matrices specific to certain protein groups (e.g., intracellular, extracellular, and membrane proteins), life domains (e.g., viruses, bacteria, or apicomplexa), or structural configurations of sites (e.g., buried vs. exposed to solvent).
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### Appendix

In this appendix, we discuss several variants of our estimation procedure and show, using simulations, that this procedure is nearly unbiased when a standard Markovian model of amino acid replacement is assumed. We also

### Table 4

Comparison of 5 Estimation Methods with Simulated (PUV) and Pfam (other columns) Data

<table>
<thead>
<tr>
<th>Learning Step</th>
<th>PUV in WAG</th>
<th>LG Correlation</th>
<th>AIC per Site TreeBase</th>
<th>AIC per Site Pfam</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP – (\Gamma^4)</td>
<td>First</td>
<td>0.017</td>
<td>0.9973</td>
<td>0.229</td>
</tr>
<tr>
<td></td>
<td>Second</td>
<td>0.007</td>
<td>1.0</td>
<td>0.246</td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>0.023</td>
<td>0.9976</td>
<td>0.232</td>
</tr>
<tr>
<td>MAP – (\Gamma^4 + I)</td>
<td>Second</td>
<td>0.012</td>
<td>0.9997</td>
<td>0.248</td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>0.025</td>
<td>0.9977</td>
<td>0.235</td>
</tr>
<tr>
<td>NoConst</td>
<td>Second</td>
<td>0.015</td>
<td>0.9985</td>
<td>0.248</td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>0.013</td>
<td>0.9952</td>
<td>0.224</td>
</tr>
<tr>
<td>RAND</td>
<td>Second</td>
<td>0.004</td>
<td>0.9979</td>
<td>0.243</td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>0.068</td>
<td>0.9868</td>
<td>0.157</td>
</tr>
<tr>
<td>NoRAS</td>
<td>Second</td>
<td>0.077</td>
<td>0.9875</td>
<td>0.158</td>
</tr>
</tbody>
</table>

**Note:** PUV in WAG: proportion of unexplained variance in WAG; LG correlation: correlation with the final LG matrix that is selected in the paper; AIC per site TreeBase: difference in average AIC value per site with WAG using TreeBase test alignments; AIC per site Pfam: difference in average AIC value per site with WAG using Pfam test alignments. See Appendix for further explanations.
provide comparisons to the estimation method of Whelan and Goldman (2001). Our aim is to study the properties of the approach (e.g., presence of bias and benefit obtained by iterating the learning process) and to check the influence of constant sites on rate estimations. Four variants of our estimation procedure are tested.

- MAP – $\Gamma 4$: This is the method we describe in the core of the paper. All sites are classified in 1 of the 4 gamma categories, based on the maximum posterior probability (MAP, eq. (9)). As expected from simple considerations, all constant sites are classified in the slowest category.
- MAP – $\Gamma 4 + I$: All sites are classified into 1 of the 5 categories (4 gamma + 1 invariant) using MAP. As (constant) sites classified in the invariant category do not play any role in matrix estimation, they are removed from the training set. About 40% of the constant sites are discarded.
- NoConst: No constant site is incorporated in the training set, and the remaining (variable) sites are classified in 1 of the 4 gamma categories using MAP. This method exacerbates the (possible) bias induced by the invariant category. Constant sites represent about 18% of the sites in the original training set.
- RAND: For every site, we perform a random drawing of the category (among 5) based on the posterior probability (eq. 9). This variant should reduce the bias (if any) as some constant sites with highly conserved residues (e.g., proline) will not be classified in the invariant category and will be incorporated in the training set. About 35% of the constant sites are discarded using this approach.

These 4 variants use the same basic parameters ($T^w$ trees, $\alpha$, and $\pi_{inv}$). They are run with XRATE and require similar computing times (NoConst is a bit faster as it uses fewer sites than the other variants). Moreover, we also test the following method:

- NoRAS: This method is similar to the method of Whelan and Goldman (2001), with the only difference being that $T^w$ trees are inferred using PHYML instead of NJ. This method does not use rates across sites (RAS) to infer $T^w$ trees or in matrix estimation. It is run with XRATE and requires similar computing time as the others.

For each of these 5 estimation methods, we iterate the learning procedure, thus producing 2 matrices corresponding to the first and second learning steps. These matrices and estimation methods are compared using our test sets and simulated data. Simulated alignments are generated using SEQGEN (Rambaut and Grassly 1997) and WAG + $\Gamma 4 + I$. The number (3,412) and sizes of these alignments are the same as in our training set. Moreover, the input trees and model parameters (gamma shape and invariant proportion) are those inferred by PHYML from the training set. This data set thus mimics our training set, assuming that WAG + $\Gamma 4 + I$ is the true evolutionary model, and the aim is to recover WAG from these data. We therefore run the 5 above methods using JTT to infer the $T^w$ trees, compute the posterior probabilities of site rates and initialize the starting matrix in XRATE. We thus mimic (again) the estimation task with LG, which involves estimating a replacement matrix (i.e., LG with real data and WAG with simulated data), knowing a reasonable approximation of this matrix (i.e., WAG with real data and JTT with simulated data). As data are generated under a $\Gamma 4 + I$ model, some bias is expected from the NoRAS procedure.

For each of the 5 estimation methods, each producing 2 matrices, we measure the following:

- The proportion of unexplained variance (PUV) in WAG, when learning from simulated data (“PUV in WAG” in table 4). This criterion (standard in regression analysis) is computed here using the log values of the matrix entries. Indeed, replacement rates are highly contrasted (see Results) and using the rough values would only focus on the larger entries. Let $Q_{ij}$ be an entry of the estimated $Q$ matrix and $W_{ij}$ the corresponding entry in WAG. The proportion of variance in WAG that is unexplained by $Q$ is measured by

$$PUV(Q) = \frac{\sum_{i<j}(\log(W_{ij}) - \log(Q_{ij}))^2}{\sum_{i<j}(\log(W_{ij}) - \log(W^2))} ,$$

where $\log(W)$ denotes the average log values of the non-diagonal WAG entries. When $PUV(Q)$ is null, then $Q$ is identical to WAG. The larger $PUV(Q)$, the worse is $Q$ in estimating WAG. Due to the very large size of our simulated data set, we have almost no sampling variance and $PUV$ measures the bias of the estimation method.

- The correlation between the log-values of the non-diagonal entries of $Q$ and of our final LG matrix (“LG correlation” in table 4). $Q$ and LG are learned from our Pfam training alignments (LG is obtained using MAP – $\Gamma 4$ and 2 learning steps). This criterion is used to measure the closeness of the different matrices estimated with nonsimulated Pfam data.
- The difference in average AIC per site between $Q + \Gamma 4 + I$ and WAG + $\Gamma 4 + I$ with TreeBase test alignments (“AIC per site TreeBase” in table 4). $Q$ is estimated using our Pfam training alignments. This criterion is the same as that used in table 2.
- The difference in average AIC per site between $Q + \Gamma 4 + I$ and WAG + $\Gamma 4 + I$ with Pfam test alignments (“AIC per site Pfam” in table 4). $Q$ is estimated using our Pfam training alignments. This criterion is the same as that used in table 3.

All results are displayed in table 4. The main conclusions are as follows:

- NoRAS is the worse method, both in terms of AIC per site and $PUV$ (~8% of the variance in WAG is unexplained). This confirms that incorporating rates across sites in replacement matrix estimation is desirable. However, the AIC results are slightly better than those of WAG’ (see table 2 and 3) thanks to the use of PHYML (instead of NJ) $T^w$ trees. In fact, the accuracy of
the $T^a$ trees used in the estimation procedure seems to be a critical parameter for this estimation method and the others. This explains why no method is able to fully recover WAG, despite the very large size of our training set; because some trees are erroneous due to small alignments, the task is simply impossible.

- The second iteration is a clear improvement over the first one, both in terms of AIC per site and PUV. The gain is not high but noticeable (except with NoRAS, for unclear reasons).

- The performance of the 4 variants of our estimation procedure is quite similar and the output matrices are all highly correlated (LG correlation > 0.995). As expected, we observe a slight bias with MAP – $\Gamma_4 + 1$ and NoConst when estimating WAG from simulated data (~1.5% of the variance in WAG is unexplained). But the AIC values of the 4 methods with real data are nearly the same, except NoConst that is slightly worse than the others with Pfam test alignments (but is best with TreeBase). This indicates that constant sites have a low impact on replacement matrix estimation, a finding which is easily understandable as they likely did not undergo any substitution within analyzed phylogenies.

Based on these observations, it is difficult to decide which variant is best. Both MAP-$\Gamma_4$ and RAND seem to be nearly unbiased (~0.5% of the variance in WAG is unexplained) and obtain good AIC values. We decided to choose MAP – $\Gamma_4$ in the core of the paper because the output matrix is globally the best on our test sets. However, all 4 variants perform well and output similar matrices. Other experiments (data not shown) indicate that our approach is robust, for example, the results remain nearly identical when using 6 gamma categories (instead of 4), when the gamma shape parameter is the same for all training alignments or when trees are inferred without invariant sites. Moreover, when using equation (6) in place of equation (10) to compute the tree likelihood (thanks to an appropriate phylo-grammar), the results remain similar, but the computing time is much increased and the EM-based estimation procedure of XRATE is faced with numerous local optima of the likelihood function.
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