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Abstract

Heterochronous data sets comprise molecular sequences sampled at different points in time. If the temporal range of the sampled sequences is large relative to the rate of mutation, the sampling times can directly calibrate evolutionary rates to calendar time. Here, we extend this calibration process to provide a full probabilistic method that utilizes temporal information in heterochronous data sets to estimate sampling times (leaf-ages) for sequences for which this information unavailable. Our method is similar to relaxing the constraints of the molecular clock on specific lineages within a phylogenetic tree. Using a combination of synthetic and empirical data sets, we demonstrate that the method estimates leaf-ages reliably and accurately. Potential applications of our approach include incorporating samples of uncertain or radiocarbon-infinite age into ancient DNA analyses, evaluating the temporal signal in a particular sequence or data set, and exploring the reliability of sequence ages that are somehow contentious.
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Introduction

The incorporation of temporal information into molecular phylogenetic and genealogic analyses means that evolutionary processes can be investigated on a natural timescale of years, centuries, or millennia. This is commonly achieved by one of two methods. If the sequences of interest are sampled at effectively the same time ("isochronous" data) then an evolutionary timescale can be calibrated by assigning a date, or date range, to one or more divergence events in the tree. If data sets comprise sequences sampled at different time points ("heterochronous" data), these can be calibrated by fixing the age of each sequence (the leaves of the tree) to the known age of the specimen from which the sequence was amplified (e.g., Rambaut 2000). Both approaches result in an estimated rate of evolution and a corresponding phylogenetic timescale, which can then be used to test hypotheses about the timing and nature of evolutionary and demographic events, such as dates of divergence among lineages or changes in population size or structure (Drummond, Pybus, Rambaut, and Rodrigo 2003).

The two major sources of heterochronous sequence data are rapidly evolving RNA and DNA viruses, whose high mutation rates enable the generation of phylogenetically informative sequence diversity within historical time frames (Drummond, Pybus, and Rambaut 2003), and ancient DNA data isolated from preserved remains (Hofreiter, Serre, et al. 2001) that may be up to several hundred thousands of years old (Willerslev et al. 2007). In both cases, the period over which sequences are isolated is sufficiently long relative to the mutation rate to allow estimation of the evolutionary rate (Drummond, Pybus, Rambaut, Forsberg, and Rodrigo 2003).

The temporal information associated with RNA virus sequences typically represents the day, month, or year of sample isolation and/or storage (Taubenberger et al. 1997). Heterochronous viral data sets have been used to estimate rates of mutation for specific viruses (Jenkins et al. 2002), to investigate rates of evolution and adaptation within hosts (e.g., Lemey et al. 2006, 2007), and to infer epidemic dynamics within and between populations of susceptible hosts (Rambaut 2000; Pybus and Rambaut 2009).

For ancient DNA data sets, ages of the genetic sequences are most often approximated using radiocarbon dates that are estimated from the same specimens from which the DNA sequences are amplified (e.g., Shapiro et al. 2004; Bunce et al. 2007; Campos et al. 2010). Dates from material associated with stratigraphic context have also been used as calibrating information, however (e.g., Lambert et al. 2002; Valdiosera et al. 2008). For ancient DNA sequences, leaf-ages are normally assigned some number of thousands...
of years before the present (ka BP). Molecular clock analyses of these data have been used to identify periods of population turnover (e.g., Hadly et al. 1998; Barnes et al. 2002; Hofreiter et al. 2004) to estimate divergence times within species (e.g., Shapiro et al. 2004; Debruyne et al. 2008; Stiller et al. 2010) and to correlate population-level changes in genetic diversity with external events, such as climate change (e.g., Hadly et al. 2004; Chan et al. 2006; Barnett et al. 2009; Campos et al. 2010). For example, there has been considerable debate about the relative roles of climate change associated with the last glacial maximum (LGM; ca 21 ka BP) and the appearance and increase in human populations (ca 14 ka BP) in the recent disappearance of the North American megafauna (Alroy 2001; Barnosky et al. 2004; Stuart et al. 2004). Heterochronous data sets comprising sequences directly dated to before, during, and after these events allow explicit tests of these alternative hypotheses.

Despite significant technical and chemical pretreatment advances in Accelerator Mass Spectrometry radiocarbon dating (Bronk Ramsey et al. 2004), the oldest samples for which finite radiocarbon dates can be routinely generated are around 50–55 ka BP (e.g., Barnett et al. 2009). The period 0–55 ka BP includes several specific large-scale environmental events that are likely to have affected the distribution and abundance of plant and animal species. However, there are a number of circumstances under which the leaf-ages of ancient DNA or viral sequences may be unknown, or at best, highly uncertain. First, ancient mitochondrial DNA (mtDNA) sequences are routinely amplified from permafrost-preserved specimens older than the 50–55 ka BP radiocarbon limit. For example, nearly 100 of the bison sequences reported in Shapiro et al. (2004) were too old to be assigned finite radiocarbon ages, and ancient DNA sequences have been reported that are perhaps as old as 800 ka BP (Willerslev et al. 2007). In this case, only censored temporal information is often available (i.e., age > 55 ka BP). Second, ancient DNA samples are routinely recovered from situations in which the stratigraphic context provides calibrating information (e.g., Lambert et al. 2002; Coolen and Overmann 2007; Valdiosera et al. 2008) but only within a wide range of uncertainty, such that assigning a specific mean or median date to such sequences is statistically inappropriate (Ho and Phillips 2009). Third, for rapidly evolving viral sequences, the date of sampling may simply be unknown due to the loss or absence of accurate archival information. Even if the viral sampling date is known to the nearest year, it may be important to know the isolation date more accurately. Fourth, it may also be important to independently verify posited sampling dates due to their extreme age (Zhu et al. 1998; Taubenberger et al. 2005; Worobey et al. 2008) or because they are in some way contentious (Sonoda et al. 2000; Coolen and Overmann 2007). Because frozen viral isolates do not accumulate mutations while in storage, a leaf-dating method also has the potential to identify transmitting viruses that, after a period of storage, have been released into the environment (Worobey 2008).

Despite these obvious problems, few studies have attempted to estimate the unknown age or sampling date of heterochronous sequences using molecular clock methods, and none have investigated the statistical reliability of such methods. Perhaps the most similar analysis was that undertaken by Korber et al. (1998), who validated their molecular clock of HIV-1 by testing whether it could accurately predict the date of an “old” isolate sampled in 1959. However, in that case, the approach consists of the visual inspection of the fit to a linear regression of viral sampling date against genetic distance rather than a statistical analysis or estimation procedure.

Here, we investigate a statistical framework for the estimation of leaf-dates using molecular clock models when the sample age or isolation date is either unknown or highly uncertain. Following Drummond (2002), we estimate the age of individual DNA sequences using the temporal calibrating information from other sequences in the data set. Methodologically, the leaf-dating method is similar to relaxing the constraints of the molecular clock on specific lineages within a phylogenetic tree. Using a combination of simulations and empirical analyses, we show that leaf-ages can be estimated reliably and accurately using our approach. Although the analyses presented here only perform leaf-dating on one sequence within any given data set, the method can be readily extended to multiple sequences within the same analysis.

Materials and Methods

We developed and implemented a leaf-dating method that estimates the age or date of isolation of individual sequences within the Bayesian Markov chain Monte Carlo (MCMC) framework provided by the software package BEAST (Drummond and Rambaut 2007). BEAST allows dates/times to be specified for each sequence in a sample alignment and uses this information to estimate a timescale for the evolutionary history of the sample. The models implemented in BEAST accomplish this by fixing the external nodes of the tree (the leaves) to the specified dates and then sampling the times of the internal nodes of the tree from their posterior probability distribution using MCMC. The length of each branch in units of time is mapped to an expected number of substitutions per site using a vector of molecular evolutionary rates. The simplest model assigns the same single rate to every branch (the strict molecular clock model). BEAST also implements methods that allow the evolutionary rate to vary among branches (relaxed molecular clock models) such that the vector of rates follows a specified parametric distribution (Drummond et al. 2006). Under these models, BEAST can simultaneously infer the tree topology, the times of the internal nodes, the rate of evolution and any parameters of the associated coalescent, and substitution models (Drummond et al. 2002). As is required in Bayesian inference, all of these parameters are assigned one of a wide variety of possible prior probability distributions. MCMC sampling is then used to obtain estimates of marginal posterior probability distributions for any parameters of interest.
In previous molecular clock implementations, all nodes in the tree are given dates/ages, that is, internal nodes are treated as unknown parameters, although the dates/ages of the tree external nodes (leaves) are assumed to be known. To estimate the age of an individual sequence, we extend the framework introduced above to estimate the time associated with the sequence, that is, the sequence’s leaf-age is treated as a random variable. Thus, an additional parameter for the age of the external node is introduced and is treated identically to the internal node age parameters in terms of proposals made by the MCMC kernel. See Drummond et al. (2006) for further specifications and parameterizations of the molecular clock models used here.

Synthetic Data Sets
To explore the ability of our leaf-dating model to recover sample ages, we first estimated the dates of randomly chosen sequences within synthetic heterochronous data sets. We generated sequence alignments of 1,000 nt in length, each including 50 taxa sampled at different times, by simulating sequence evolution down 1,000 random trees. We simulated sequences using a Jukes–Cantor model of nucleotide substitution under a strict molecular clock with a rate of 2.5 \times 10^{-3} \text{ subs/} \text{site/year} \ (\text{Rambaut and Grassly 1997}). Each tree represents a random sample from the constant size serial-sample coalescent model (Rodrigo et al. 1999), with a population size equal to 10^5 haploid individuals. The ages of the 50 individuals were 0, 0, 2,000, 2,000, \ldots, 48,000, 48,000 years. The evolutionary rate and sampling times used in these simulations are representative of those found in typical analyses of ancient mtDNA data sets.

For each of the 1,000 simulated data sets, a single leaf was chosen at random and its known date was removed. Each data set was analyzed separately in BEAST using the method outlined above and the age of undated leaf was estimated. This procedure represents a “leave-one-out cross-validation” design and is an effective approach to examining estimator performance. BEAST analyses were performed under the true model, that is, a strict clock, a constant size coalescent model, and the Jukes–Cantor model of nucleotide substitution. For each analysis, we ran a single MCMC chain for 5 million generations, with samples drawn from the chain every 5,000 generations, of which the first 10% was discarded as burn-in.

Empirical Data Sets
We selected two empirical heterochronous data sets for further validation of the leaf-dating method, enabling us to test our approach when the true evolutionary model is unknown: 1) a data set of partial (1,404 nt) E gene sequences of Dengue-2 (DEN-2) virus subtype II (Carrington et al. 2005) comprising 89 samples isolated between 1981 and 2002 and 2) a data set representing 166 ancient and modern bison (Bison priscus) for which 602 nt of mitochondrial control region sequences are available (Shapiro et al. 2004) with radiocarbon ages calibrated using CalPal_2007_HULU (http://www.calpal-online.de/). Sample ages within the bison data set ranged from 0 to 55,000 years old.

For both empirical data sets, we estimated the leaf-age of each sequence in the alignment in a separate BEAST analysis. Because the youngest sampling date places a hard upper bound on the evolutionary timescale, it is impossible to overestimate (estimated age older than the true age) the age of the youngest sequences in each data set. Therefore we excluded the youngest sampled sequences from both data sets from the verification procedure. However, requiring strictly positive leaf-ages is not warranted for all problems. For example, measurable evolving viral populations may contain unknown leaf-ages that are more recent than the youngest known age that is assumed to represent time 0 in the tree.

For the DEN-2 analyses, we assumed a strict molecular clock, the GTR + G model of nucleotide substitution and a constant coalescent model with a diffuse, log-normally distributed effective population size, as was selected as the best fitting coalescent model in the initial publication (Carrington et al. 2005). A single MCMC chain of 10 million generations was run with samples recorded from the chain every 1,000 generations, discarding the first 10% as burn-in. For the bison analyses, we assumed a strict molecular clock and the HKY + G model of nucleotide substitution. Previous work has shown that simple coalescent models are insufficient to explain the complex demographic history of bison (Shapiro et al. 2004; Drummond et al. 2005). Therefore, we performed each bison analysis using two different flexible coalescent models: a piece-wise constant, multiple change-point (MCP) process, often referred to as the Skyline (Drummond et al. 2005), with 12 groups, and a Gaussian Markov random field (GMRF) process, the Skyride (Minin et al. 2008). For each bison analysis, we ran a single MCMC chain for 50 million generations, with samples recorded from the chain every 5,000 generations, again discarding the first 10% as burn-in. Thus, in total, we performed 85 DEN-2 analyses (one for every leaf except the youngest one) and 250 bison analyses (one for every nonyoungest leaf for each of two coalescent models).

For all analyses, we evaluated parameter mixing and convergence to the stationary distribution using Tracer v 1.4 (available from: http://tree.bio.ed.ac.uk/software/tracer/).

Results
Simulated Data Sets
In the simulated data sets, the true ages of the leaves ranged from 0 to 48,000 years. In each of our 1,000 analyses, one leaf was selected at random and its known age was removed. In 40 cases, a leaf with a sample age of zero was chosen; these were excluded from the statistical verification analysis (see above for explanation). Of the 960 remaining analyses, the true sequence age was recovered within the 95% highest posterior density (HPD) interval of the leaf-age estimates 95% of the time, demonstrating that our leaf-dating method performs well and has favorable statistical coverage properties. More importantly, comparison of the posterior mean estimated leaf-age with the true age revealed no significant bias in the estimates for
true ages greater than or equal to 6,000 years old (fig. 1), indicating that the posterior mean leaf-age estimates are equally likely to overestimate as to underestimate the true age. Mean square error in these estimates decreases with increasing true age. Here, the difference in expected number of substitutions between leaf-ages at zero and those more distant in the tree increases, yielding on average more informative data for leaf-age estimation. Modest bias is observed for true ages very close to or equal zero, which is wholly expected because, for this example, the estimated dates cannot be smaller than zero, as the youngest sequence in the data set is from a modern bison. The lower bound on unbiased estimates naturally depends both on real times and the mutation rate.

Empirical Data Sets

Dengue-2

Of the 85 sequences in this data set that were older than the youngest sampled sequence, the true age was contained within the 95% HPD intervals of the leaf-age estimate for 79 leaves (93%; supplementary table S1, Supplementary Material online). Of the six sequences for which the real age was not included in the HPD, only one (D2DR_1984) resulted in a significant difference in the marginal likelihood, assessed by calculation of the Bayes factor comparing the strict clock model and the leaf-age model (BF; the ratio of the marginal likelihoods with respect to the prior of the two models) (Suchard et al. 2001). The BF strongly favors relaxing the strict clock assumption on the branch leading to D2DR_1984 (log10 BF = 3.99), suggesting that either the age assigned to the sequence or the sequence itself is incorrect or that this particular sequence is evolving at a markedly different rate than the other sequences in the DEN-2 data set.

Bison

Leaf-ages for 125 bison mtDNA control region sequences (leaf-ages were not estimated for 41 modern bison) were estimated under two different coalescent models (the MCP and GMRF models). Both coalescent models gave consistent results: the true age fell outside the 95% HPD interval of the estimated leaf-age for 18 (14.4%) and 19 (15.2%) bison sequences when assuming the GMRF and MCP coalescent models, respectively. Of these, 17 were estimated incorrectly in both analyses (table 1). No significant correlation was observed between the calibration age of the sequence and failure of the method to recover the true age (Wilcoxon rank sum test with continuity correction: $W = 751$, $P = 0.14$).

To examine differences in results between the two coalescent models, we calculated the square root of the mean squared error (rMSE) of the leaf-age estimate for each analysis (supplementary table S2, Supplementary Material online). The rMSE integrates both the variance and bias of an estimator and is an effective tool with which to evaluate statistical performance when variances may differ and there remains potential for bias. Of the sequences, whose true age was contained within the 95% HPD interval of the estimated leaf-age, the posterior average rMSE for the analyses assuming a MCP process was 16,292 years, whereas the same statistic for the GMRF analyses was 12,013 years. To understand this difference, we examined the distribution of rMSE estimates (fig. 2). From the figure, average behavior is similar across the flexible coalescent models; however, rMSE estimates under the MCP model can result in a very long-tailed distribution, with a small number of leave-one-out analyses generating highly skewed leaf-age estimates.

The molecular clock is a likely source of error in estimating leaf-ages (see expanded discussion below). To explore this further, we reran each of the 20 bison leaf-dating analyses for which the strict clock model failed to recover the true date, this time allowing the evolutionary rate to be relaxed across the entire genealogy. The analyses were performed as described above, assuming the GMRF model and the uncorrelated lognormal relaxed clock (Drummond et al. 2006). Very similar results were obtained using the

![Fig. 1. Relative bias in posterior mean leaf-age estimates from 960 leave-one-out analyses of synthetic data sets with varying true leaf-ages. For true ages sufficiently distinct from zero, the posterior mean estimator is unbiased.](https://academic.oup.com/mbe/article-abstract/28/2/879/1212114/1212114)
Table 1. Twenty Bison for Which the Leave-One-Out Analysis Failed to Recover the True Age Within the 95% HPDs of the Estimated Leaf-Age.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Calibrated Age (BP)</th>
<th>Strict Molecular Clock</th>
<th>MCP Mean (95% HPD)</th>
<th>MCP Mean (95% HPD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS258</td>
<td>26,606 ± 184</td>
<td>31,004 (8,346–59,351)</td>
<td>206,542 (105,637–333,502)</td>
<td>37,130 (11,720–69,840)</td>
</tr>
<tr>
<td>BS286</td>
<td>54,134 ± 2,800</td>
<td>83,049 (64,269–101,972)</td>
<td>90,412 (66,629–116,325)</td>
<td>73,570 (52,480–96,780)</td>
</tr>
<tr>
<td>BS297</td>
<td>12,867 ± 53</td>
<td>62,262 (41,667–79,291)</td>
<td>64,290 (42,197–83,495)</td>
<td>58,980 (35,120–78,390)</td>
</tr>
<tr>
<td>BS329</td>
<td>32,370 ± 256</td>
<td>67,021 (40,663–91,504)</td>
<td>70,817 (43,050–97,395)</td>
<td>60,880 (24,900–87,330)</td>
</tr>
<tr>
<td>BS365</td>
<td>51,433 ± 4,004</td>
<td>29,187 (11,700–46,697)</td>
<td>28,916 (11,986–47,484)</td>
<td>33,140 (12,550–52,400)</td>
</tr>
<tr>
<td>BS388</td>
<td>32,933 ± 336</td>
<td>85,768 (49,700–113,587)</td>
<td>117,733 (52,790–178,806)</td>
<td>78,570 (38,190–160,500)</td>
</tr>
<tr>
<td>BS389</td>
<td>20,337 ± 87</td>
<td>52,175 (34,999–72,762)</td>
<td>52,238 (33,254–75,360)</td>
<td>53,000 (30,760–79,110)</td>
</tr>
<tr>
<td>BS400</td>
<td>50,204 ± 3,427</td>
<td>21,796 (12,297–33,451)</td>
<td>21,807 (11,094–33,915)</td>
<td>23,270 (10,210–43,990)</td>
</tr>
<tr>
<td>BS478</td>
<td>39,836 ± 261</td>
<td>17,416 (2,988–32,063)</td>
<td>18,784 (2,058–36,834)</td>
<td>18,050 (3,332–37,250)</td>
</tr>
</tbody>
</table>

Note.—Bold, italicized values are those for which the true age is recovered by the analysis.

Discussion

Our results indicate that the leaf-age model is powerful enough to recover temporal signal from sequence data provided that the calibrating information within other portions of the data set is sufficient. Analysis of simulated data sets demonstrates convincingly that, when all other sources of error are accounted for (i.e., the analysis is performed under the true model), the leaf-age estimator is an unbiased predictor of the true age of a sequence and has correct properties of statistical coverage. Figure 1 shows that bias is greater when the estimated leaf-age is close to its boundary (in this case, 0). Such behavior is expected because the variable being estimated (the sequence age) is a strictly nonnegative quantity and as the value approaches the boundary only ages that are older than the true age can be estimated. Implementing an estimator from a model that allows for negative leaf-ages may circumvent this but would be biologically meaningless when the youngest sample included in the data set was sampled, effectively, today (such a negative leaf-age would become the youngest sample, suggesting that all the other samples are older than ascribed).

The results of the empirical data analyses were mixed. Our leaf-dating method performed very well when applied to the DEN-2 data set, as the known dates of sampling fell within the 95% HPD intervals of our estimates 93% of the time. This is extremely encouraging, as it is almost certainly true that the evolutionary and coalescent models used in our analyses are a gross simplification of natural processes; yet, we were able to estimate leaf-dates reliably and accurately. In addition to demonstrating the effectiveness of our leaf-dating approach, our DEN-2 virus result also serve to validate the molecular clock methods used, for if terminal nodes throughout the tree are estimated with accuracy then it logically follows the internal nodes, including the tree root, are similarly dated correctly.

For the bison data set, the leaf-ages (as determined by radiocarbon dating) were estimated incorrectly.
approximately 15% of the time (table 1, supplementary table S2, Supplementary Material online). There was no noticeable pattern in the age of the tips for which the leaf-dating method fails. However, in general, the same leaf-ages, which differ significantly from their priors in all cases, are incorrectly estimated under both coalescent models. This suggests two things: first, that the incorrect dates likely arise from some heterogeneity in the evolutionary process that is not accounted for in the models and second, that the leaf-date estimates depend more on the data than on the prior distributions assumed. The MCP process assumes that effective population sizes change according to an exponential Markovian process (Drummond et al. 2005). In rare cases, with limited information about the root age that occurs when the unknown dated leaf attaches near the root, this nonstationary process can introduce excess variability (fig. 3A); the GMRF, on the other hand, is stationary (Minin et al. 2008) and modestly outperforms the MCP in these situations.

Although the vast majority of bison sequence ages were estimated correctly, it is unsatisfactory that some were not and important to consider the possible causes of such error. First, and most obviously, the “true” ages of the specimens may have been incorrectly reported or estimated. For example, the radiocarbon ages we used in our analysis may be incorrect or subject to error, in particular as the age of the specimen approaches the limits of this technique.

Second, the sequences themselves may be incorrect or be erroneous in some way. This is particularly problematic for ancient DNA data, where the degraded nature of the samples results in predictable patterns of DNA damage and base misincorporation by the polymerases used in polymerase chain reaction (Hofreiter, Jaenicke, et al. 2001; Gilbert et al. 2003, 2005; Binladen et al. 2006). Previously, an analysis of the bison data set incorporating the postmortem damage (PMD) model showed that this particular aDNA data set contained very little damage (Rambaut et al. 2009). The PMD model assumes that the probability that any given nucleotide remained undamaged decays exponentially with age; the oldest sequences in the bison data set demonstrated, on average, only 0.74 damaged sites, a level that produced no qualitative change in the demographic reconstructions. In its current implementation, the PMD model assumes a common decay rate for every site of every sequence (such that the probability of a site being undamaged decays exponentially with age). A useful extension of the PMD model may be to provide a probabilistic expectation that each individual sequence is damaged, thereby making it possible to identify problematic sequences for additional assessment. Although incorporating both PMD models and leaf-dating in a single analysis is possible, the common decay rate PMD model and leaf-dating are expected to be only weakly identifiable in the sampling density of the observed sequence data, serving primarily to increase variance on the leaf-age estimate without extracting much additional information from the data. Furthermore, the individual decay rate PMD model and a random leaf-age are not identifiable. Consequently, prior assumptions will dominate inference as to whether a sequence is damaged or incorrectly dated.
Third, some aspect of the evolutionary models used may be unrealistic and a possible source of error. We consider each model component in turn:

(i) The phylogenetic model assumes that the sequences do not undergo recombination. Recombination is very unlikely to be present in our ancient mtDNA bison data set but may be a potential cause of error in the analysis of some viruses that do recombine readily, such as HIV-1 (in which case the method introduced here may be used to “detect” putatively recombinant sequences).

(ii) The coalescent prior distribution may too constraining or unrepresentative of the tree shapes supported by the data. However, similar results were obtained when the bison data set was estimated under two different coalescent models, each of which is highly flexible, this is unlikely to be a significant cause of estimation error.

(iii) The molecular clock model did not accurately model temporal sequence evolution. The molecular clock determines the estimated evolutionary timescale and is therefore, a priori, the most likely source of error in estimating leaf-dates. The strict molecular clock used in our analysis does not incorporate rate heterogeneity among lineages, which is common in many heterochronous data sets (Korsten et al. 2009; Magiorkinis et al. 2009). If this variation is ignored then leaves attached to terminal branches that evolve unusually rapidly or slowly will have their ages poorly estimated.

Note that the discussion above does not directly address the biological assumptions underlying model components, such as the coalescent and the molecular clock. This is deliberate, as we wish to highlight a common misconception. In population-level analyses, it is often assumed that it is necessary to assume neutral evolution in order to accurately estimate divergence times using a molecular clock. If divergence times are the primary parameters of interest, then the clock model used can be thought of as a statistical or phenomenological description of the relationship between genetic distance and time rather than an explicit model of a biological process. Viewed this way, all that is important is that the model “fits” the data well, statistically speaking. The same argument can be applied to the coalescent model, which, when being treated as a nuisance parameter, need only represent a suitable range of tree shapes and sizes. In such cases, the assumptions of the coalescent model (e.g., random sampling or panmixis) are not necessary conditions for accurate date estimation. As a result, estimation of leaf-dates is likely to be highly robust provided that the clock model used incorporates sufficient rate heterogeneity.

Although it is often not feasible to discriminate among the sources of error outlined above, it may be possible to identify problematic sequences by evaluating the output of the leaf-dating analysis. For example, a common problem among the small number of analyses that fail to recover the true leaf-age is that the sequences appear to be equally or nearly equally likely to fall in two locations in the genealogy, with each of these resulting in very different leaf-age estimates. This pattern is seen clearly by plotting the estimated marginal posterior distribution leaf-ages, which has an unusually high variance (fig. 3A). This result may be due to errors within the sequence itself, which could potentially be resolved by resequencing. Alternately, very precise leaf-age estimates not containing the true age may indicate a problem with the true age (fig. 3B). For ancient DNA data, recovering an additional radiocarbon date or confirming information about the stratigraphic context of the sample can be useful to rule out this potential source of error. For viral sequences, a reexamination of the documentation associated with the isolate may reveal an annotation or transcription error.

Although the estimated ages recovered by the leaf-dating method are often associated with wide credible intervals, our leaf-dating method provides a means to include in molecular clock analyses data for which little or no temporal information is known. Incorporating additional sequence data can improve the resolution of the phylogenetic, demographic, and geographic history of the sampled sequences and can extend significantly the temporal range of the analysis. Additionally, estimating leaf-ages can provide an independent means of assessing both the authenticity of heterochronous sequences and the ages to which the sequences have been ascribed, which is often a significant concern in ancient DNA research.

The possibility of treating leaf-ages as random variables also allows uncertainty to be modeled explicitly. This enables the incorporation of the uncertainty associated with layer dating, for example, in the form of a uniform prior across the age range of the source stratum. In addition, the error in isotopic dating can be reflected by choosing an appropriate prior distribution for the corresponding leaf-age (Ho and Phillips 2009).

We hope that further uses for the leaf-dating method may be found. As one potential application, consider the forensic or archaeological examination of biological tissue from which rapidly evolving viral sequences (e.g., influenza) are recoverable—by estimating the date of such sequences using our method, it will be possible to posit a time of death.
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