A Pilot Study of Bacterial Genes with Disrupted ORFs Reveals a Surprising Profusion of Protein Sequence Recoding Mediated by Ribosomal Frameshifting and Transcriptional Realignment
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Abstract

Bacterial genome annotations contain a number of coding sequences (CDSs) that, in spite of reading frame disruptions, encode a single continuous polypeptide. Such disruptions have different origins: sequencing errors, frameshift, or stop codon mutations, as well as instances of utilization of nontriplet decoding. We have extracted over 1,000 CDSs with annotated disruptions and found that about 75% of them can be clustered into 64 groups based on sequence similarity. Analysis of the clusters revealed deep phylogenetic conservation of open reading frame organization as well as the presence of conserved open reading frame patterns that indicate likely utilization of the nonstandard decoding mechanisms: programmed ribosomal frameshifting (PRF) and programmed transcriptional realignment (PTR). Further enrichment of these clusters with additional homologous nucleotide sequences revealed over 6,000 candidate genes utilizing PRF or PTR. Analysis of the patterns of conservation apparently associated with nontriplet decoding revealed the presence of both previously characterized frameshift-prone sequences and a few novel ones. Since the starting point of our analysis was a set of genes with already annotated disruptions, it is highly plausible that in this study, we have identified only a fraction of all bacterial genes that utilize PRF or PTR. In addition to the identification of a large number of recoded genes, a surprising observation is that nearly half of them are expressed via PTR—a mechanism that, in contrast to PRF, has not yet received substantial attention.
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Introduction

With hundreds of complete bacterial genomes available in current databases, the potential for exploration of genes and their protein products by means of comparative genomics is greater than ever. According to the Genomes OnLine Database (Liolios et al. 2010), 982 completed and 977 draft prokaryotic genomes were available in September 2009. Annotation of prokaryotic genes requires the identification of open reading frames (ORFs) that encode proteins. However, in some cases, a region annotated as protein coding (i.e., a coding sequence or CDS) does not constitute a single ORF. Besides annotation errors, the reasons for such observations are as follows: 1) sequencing and assembly errors; 2) insertions or deletions (indels) of one or more nucleotides due to mutation or recombination; and 3) the presence of a nonstandard, for example, nontriplet, decoding mechanism involved in the gene expression. Figure 1 shows an example of disrupted CDS annotation.

Nonstandard decoding has been observed in the expression of some genes in virtually all organisms and especially among viruses. Nonstandard (alternative) decoding is known to be involved in regulation of gene expression. The utilization of alternative translational decoding for gene expression (required for synthesis of a product or for regulatory purposes) is termed recoding (Gesteland et al. 1992). For comprehensive reviews on recoding, see Baranov et al. (2002a), Namy et al. (2004), Dinman (2006), and Atkins and Gesteland (2010). The recoding

types most relevant to this study are programmed ribosomal frameshifting (PRF) and codon redefinition (also known as stop codon read-through when a stop codon is recognized as encoding one of the 20 standard amino acids; this is not to be confused with codon reassignment; Atkins and Baranov 2010). If PRF is involved in translation of an mRNA, a significant fraction of ribosomes change reading frame at a particular location in response to specific mRNA signal(s) and hence the product of translation is a “fusion” protein encoded by more than one ORF. Stop codon read-through occurs when translation of two ORFs separated by a single stop codon results in the synthesis of a single fusion protein with the stop codon decoded as a codon for an amino acid. The most prominent example of a bacterial gene utilizing PRF is the gene for release factor 2 (RF2), where +1 PRF occurs in nearly 90% of all known bacterial genomes (Bekaert et al. 2006). In the case of RF2, PRF essentially creates a feedback loop for RF2 expression that enables production of RF2 when its concentration in the cell is low. On the other hand, when the RF2 concentration is high, translation termination mediated by RF2 outcompetes PRF and synthesis of RF2 is reduced (Craig and Caskey 1986; Adamski et al. 1993). Notably, PRF is especially abundant in insertion sequence (IS) elements and in bacteriophages (Baranov et al. 2006). The largest collections of confirmed genes with established recoding (~1,500) can be found in the Recode database (Bekaert et al. 2010).

Alteration of RNA bases relative to the DNA template is commonly known as RNA editing (for reviews, see Keegan et al. 2001; Bass 2002; Maas et al. 2003; Stuart et al. 2005; Nishikura 2010). The RNA editing community has adapted the term recoding to describe those cases of RNA editing that are responsible for altering DNA templated protein sequences. While posttranscriptional point alterations of RNA sequences are known to be abundant among eukaryotes and their organelles, the only type of RNA editing documented in bacteria is what we refer to here as transcriptional realignment (also known as transcriptional slippage (Wernig et al. 2010), stuttering (Ison et al. 2002), molecular misreading (Ferrer et al. 2008), and reiterative transcription (Tumblin 2011)). In this process, a growing RNA chain realigns to its DNA template in the ternary complex within the RNA polymerase and this realignment results in the insertion or deletion (indel) of a single or multiple nucleotides relative to the template (Chamberlin and Berg 1962; Wagner et al. 1990). The indel usually occurs at a homopolymeric run of nucleotides that form thermodynamically weak RNA–DNA duplexes, allowing for RNA–DNA misalignment, and a shifted realignment. This phenomenon is required for the expression of certain bacterial genes, for example, production of a fusion between the pgk and tim genes in Thermotoga maritima (Schurig et al. 1995), expression of DNAX in Thermus thermophilus (Larsen et al. 2000), expression of genes in IS elements in Deinococcus radiodurans (Baranov et al. 2005), and expression of a number of plasmid-encoded genes in Shigella (Penno et al. 2005; Penno and Parsot 2006). Similarly to ribosomal frameshifting, if the transcriptional realignment is required for the expression of a gene, it can be viewed as a programmed event and we term it programmed transcriptional realignment (PTR). Both PRF and PTR utilize nonstandard decoding that plays a functional role and positively contributes to the organism’s fitness; therefore, both PRF and PTR tend to be evolutionarily conserved.

To achieve the required level of nonstandard decoding, a majority of known examples of PRF require complex signals embedded in the mRNA. However, even relatively short sequence patterns, such as heptanucleotides or homopolymeric runs, could yield significant levels of nonstandard decoding (Weiss et al. 1987, 1990; Wagner et al. 1990; Shah et al. 2002). A logical assumption is that such patterns should be eliminated from most protein-coding
regions (i.e., those that do not require recoding) by negative selection, since the nonstandard decoding would result in erroneous expression and yield aberrant protein products. Contrary to this expectation, such patterns seem to be abundant. For instance, a study of ribosomal frameshifting on the sequence A_AAA_AAG (here codons in the initial frame are separated by underscores and dots separate codons in the new frame) has shown that this pattern is associated with efficient — 1 ribosomal frameshifting in *Escherichia coli* (Gurvich et al. 2003); for relevant studies associated with efficient codons in the new frame) has shown that this pattern is associated with efficient — 1 ribosomal frameshifting in *Escherichia coli* (Gurvich et al. 2003); for relevant studies on budding yeast, see Shah et al. (2002) and Jacobs et al. (2007). While the underrepresentation of such sequences in protein-coding regions is statistically significant, their overall frequency is still high: ~70 observed in *E. coli K12* versus ~100 expected (Gurvich et al. 2003). Most of the observed occurrences of A_AAA_AAG happened to be located in lowly expressed genes, which agrees with the expectation that negative selection should act primarily on highly expressed genes (Gurvich et al. 2003). When decoding errors occur in lowly expressed genes, only a small number of aberrant molecules are produced. Therefore, the negative effect on the organism’s fitness is less significant. Consequently, these patterns observed in lowly expressed genes may evolve under nearly neutral selection.

An interesting consequence of the presence of PRF or PTR patterns in regular genes is as follows. If a frameshift mutation (an indel) occurs in a gene, it may not necessarily completely inactivate the gene if a compensatory shifty or slippery pattern is present sufficiently close to the frameshift mutation. In such cases, a functional protein product may still be synthesized. To discriminate such genes from those where nonstandard decoding plays a positive role and from those where frameshift mutations fully inactivate a gene (pseudogenes), the term “pseudo pseudogene” has been coined (Baranov et al. 2005). The term signifies genes that resemble pseudogenes by their structure (e.g., presence of frameshifts or premature stop codons) but nevertheless express functional products. Such genes are also known as expressed pseudogenes (Hirotsume et al. 2003). Evidence for the expression of proteins from a few disrupted genes in *Sulfolobus solfataricus* has been provided recently by mass-spectrometric analysis (Cobucci-Panzona et al. 2010). In endosymbiotic bacteria with highly AT-rich genomes, long poly-A tracts were observed in nearly every protein-coding gene. Here, transcriptional realignment was experimentally demonstrated for a random selection of poly-A patterns—quite a remarkable finding (Tamas et al. 2008)! It has been suggested that the prevalence of transcriptional realignment in these bacteria provides a mechanism for increased robustness of gene expression that compensates for elevated replication error rates (Tamas et al. 2008; Wernegreen et al. 2010).

We are not aware of a simple computational method available to classify the origin of a disruption in a particular gene as a sequencing error, as a mutation that made an inactive (or expressed) pseudogene or as a programmed nonstandard decoding event such as PRF or PTR (fig. 1). The lack of computational techniques that would correctly annotate genes with disrupted ORFs has resulted in inconsistencies in annotation due to the arbitrary choices made by annotators and/or implemented in annotation pipelines. The same sequences could be treated as genes with sequencing errors, inactive pseudogenes, or active genes that restore the ORF either cotranscriptionally or posttranscriptionally. A comprehensive analysis of genes with disrupted ORFs in a single species suggested that each individual case should be investigated separately (Deshayes et al. 2007). This, however, is an excessively laborious task, whose global application is unfeasible at a time of ongoing diminishing labor, time, and cost needed for DNA sequencing. Therefore, it is necessary to develop universal computational approaches able to characterize CDS disruptions. The present work is the first pilot attempt to systematically analyze the functional status of all currently known disrupted bacterial genes.

**Materials and Methods**

**Collecting Genes with Disrupted ORFs**

Nucleotide sequences of protein-coding regions (Fasta files) of 973 bacterial genomes were downloaded from the National Center for Biotechnology Information (NCBI) on 18 September 2009. A custom perl script was used to determine the length of each gene in two ways: 1) the actual length of the sequence present in the Fasta file and 2) the difference between the coordinates of the annotated CDS start and its end, plus one. If these two values did not match, the gene was identified as a gene with a disrupted CDS. The list of 1,033 genes with disrupted CDSs (after excluding genes with large disruptions, poor sequence quality, or truncated N or C termini) is available in supplementary data set 1 (Supplementary Material online).

**Identification of Sequencing Errors and Recent Mutations**

To identify sequences that contain sequencing errors or recent mutations, a search was performed for homologous nucleotide sequences without such disruptions. All 1,033 sequences were subjected to a BLASTN search against the NCBI nonredundant (nr) database. The resulting alignments (with the exception of the hit to the query sequence itself) with targets that shared identity of >90% and not less than 95% coverage of the query length, were analyzed for the presence of gaps. Sequences for which we found alignments with gaps whose length and position were consistent with a disruption (34 genes), were classified as recent mutations or sequencing errors.

**Sequence Clustering and Functional Classification**

We clustered the remaining 999 sequences using the BLASTCLUST 2.2.17 program, a part of the standalone BLAST package. Genes with at least 45% identity at the protein level were grouped into one cluster. This identity threshold was found empirically to be the lowest identity level that allowed clustering of all RF2 genes into a single
cluster. For functional classification, the protein sequences encoded by the annotated CDSs were subjected to a Pfam search using the “Batch sequence search” option (Finn et al. 2010). Statistically significant hits (with E value < 0.001) were retrieved and used for functional characterization of the genes. To identify GO terms associated with a gene, the UniProt accession number associated with the protein product of the gene was used to search the GO database (Carbon et al. 2009).

Cluster Enrichment
Annotated CDSs (for 837 genes from 64 clusters) were conceptually translated and subjected to a TBLASTN search against the NCBI nr nucleotide database. Hits with identity of at least 40% in the regions upstream and downstream of the disruption, and whose total length was > 75% of that of the query, were considered to be homologous sequences. Nucleotide sequences corresponding to each hit were extracted and added to the clusters.

Generation of Sequence Alignments
Nucleotide sequences in enriched clusters were translated into protein sequences using T-Coffee (Notredame 2010). Multiple protein sequences were aligned using MUSCLE (Edgar 2004). To get a corresponding multiple alignment of nucleotide sequences, the aligned protein sequences were back-translated to the nucleotide sequences using T-Coffee.

Synonymous-Site Conservation Analyses
The degree of conservation at synonymous sites was calculated as described in Firth and Atkins (2009); the procedure was inspired by the SSSV statistic (Simmonds et al. 2008). In order to calculate the conservation statistic for the whole alignment, ORF1 and ORF2 were fused in-frame by artificially inserting one or two “N”s, as appropriate, in each sequence just 5’ of the ORF1-frame stop codon.

Generation of Sequence Logos
Fragments of multiple alignments (30 nt upstream and 40 nt downstream of the first nucleotide in the recoding pattern) were extracted. These alignments were used as input to the Weblogo applet (Crooks et al. 2004) for the generation of sequence logos (Schneider and Stephens 1990).

Test for Purifying Selection
All sequences were split into two regions: the region corresponding to ORF1 (codons separated accordingly) and the region downstream of ORF1 (with the triplet phase defined by ORF2). Highly similar sequences (identity greater than 99%) were removed from the clusters. The remaining sequences were aligned within each cluster, using conceptually translated sequences and back-translated to generate nucleotide sequence alignments (see above). The value of ω was estimated using a maximum likelihood approach under an assumption of uniform ω over the entire phylogenetic tree derived for each cluster.

Here, we used the codeml program from the PAML package (Yang 2007).

In addition to estimating ω by maximum likelihood, the dN/dS ratio was calculated directly for each pairwise alignment of each sequence in the cluster and an ancestral sequence inferred by codeml. For each pairwise alignment, the probability P value, of obtaining the observed dN/dS value under a null hypothesis of neutral evolution (ω = 1) was calculated using χ² statistics. Then the lowest P value from the set of different P values associated with different dN/dS ratios for each sequence pair (extant and inferred ancestral sequence) was chosen for each cluster. Larger clusters tend to produce smaller minimum dN/dS ratios just by chance. Therefore to account for differences between cluster sizes, we adapted the Sidak and the Bonferroni corrections to generate a statistic that could be compared across clusters of different sizes. The Sidak correction is used to correct the statistical significance threshold, α, during multiple testing, where the effective value of α is equal to 1 − (1 − α)ⁿ, where n is the number of tests. Since our purpose is to correct the P value itself, the effective P value can be calculated as 1 − (1 − P)ⁿ, where n is the number of sequences in the cluster. This approximates to Pn for extremely small P values (analogous to the Bonferroni correction). This statistic, for ORF1 and ORF2, is given for each cluster in supplementary data set 2 (Supplementary Material online).

Results
A Model for Discriminating between Errors, Inactivating Mutations, and Programmed Nonstandard Decoding
The first requisite for our study is the formulation of a set of criteria for establishing the nature of disruptions in CDSs. Particularly, a criterion is needed to determine whether a disruption is real and not the result of a sequencing error. We may assume that a truly disrupted gene will have homologous disrupted genes in other genomes, while it is very unlikely that the same sequencing error would occur in the same position in several homologs. Given a sequencing error (an indel) in a particular gene in a given genome, the chance to observe the same error in an homologous gene from another independently sequenced genome is equal to the rate of sequencing indel errors which is estimated as 5.4 × 10⁻⁵ per position for sequences in GenBank in 2004 (Wesche et al. 2004). Allowing for a 20 nt vicinity, the probability of error cooccurrence increases to ~0.001. For a typical bacterial genome size of ~5 Mb, the total number of sequencing errors in ~1000 genomes is ~3 × 10⁷. Only ~3 × 10² of these will be retained, within a 20 nt vicinity, in their closest homologs; moreover, the expected number of errors retained in the two or three closest homologs drops to ~3 × 10⁻¹ and ~3 × 10⁻⁴, respectively. Thus, the same gene disruption observed in four or more homologous sequences is highly unlikely to be a result of sequencing errors.

Next, it is important to determine whether a gene containing a disruption is expressed and, if it is expressed,
whether its protein product is functional. Computational analysis could provide evidence of expression and functional significance of a disrupted gene product via detection of the presence of purifying selection acting on both parts of the CDS, that is, upstream to, and downstream from, the position of a disruption. These two pieces of evidence—conservation in multiple orthologs and the presence of purifying selection—were chosen as criteria for classifying genes with disrupted CDSs.

Identification of Disrupted Genes and Initial Filtering
To identify bacterial genes with disrupted ORFs, we searched 973 completed bacterial genomes (see Materials and Methods) for genes with annotated CDSs containing either insertions or deletions (indels) relative to their genomic sequences. This search yielded 1,121 genes with CDS annotations inconsistent with the lengths of the corresponding genomic sequences (see supplementary data set 1, Supplementary Material online). The absolute values for the difference between CDS and genomic lengths varied from 1 to 11,289 nt. A histogram of the distribution of length differences between CDSs and corresponding genomic regions is shown in figure 2. The majority of disrupted genes differ by an indel of a single nucleotide. Genes with large insertions were very likely inactivated by the insertion of mobile/viral elements. Therefore, genes with disruptions larger than 12 nucleotides were deemed to be inactive and were excluded from further analysis.

Furthermore, we removed genes containing ambiguous nucleotide symbols (five instances) as well as genes containing multiple disruptions (seven instances) since multiple disruptions are unlikely to accumulate or evolve in active genes. Genes with CDSs lacking either a start or a stop codon were also removed. The last preliminary filter involved the identification of nearly exact copies of disrupted genes which differed from the disrupted gene only by the disruption itself (see Materials and Methods and supplementary data set 1, Supplementary Material online). Finding such an orthologous gene reveals that the disruption is either a sequencing error or a very recent mutation. Even if the gene is still active despite the mutation, the recent nature of the mutation would not allow us to perform a meaningful phylogenetic analysis as outlined in the previous section. Therefore, we removed 34 such cases from further analysis. A diagram of the various steps involved in the CDS filtering pipeline prior to clustering analysis is shown in figure 3A.

Clustering Sequences Based on Their Similarity
The genes (999) that passed the initial filtering were clustered based on sequence similarity (see Materials and Methods). As a result, 837 genes were grouped into 64 clusters, whereas 162 genes did not share sufficient sequence similarity and were treated as singletons. Figure 4A shows the distribution of genes among the clusters and among different genomes; a white disk with gray vertical stripes corresponds to singletons. Since we found that functional assignments of the genes in these clusters are sometimes inconsistent, we performed a systematic analysis and reannotation using Pfam (Finn et al. 2010) and Gene Ontology (Carbon et al. 2009), see Materials and Methods. The results can be found in supplementary data set 1 (Supplementary Material online).

Two functional groups are particularly overrepresented in the initial dataset—RF2 and functional groups corresponding to mobile elements such as transposases and integrases. The RF2 gene cluster has 158 members and represents the largest number of genomes (see fig. 4). However, the number of genes in the RF2 cluster (158) is considerably smaller than what would be expected from our previous estimate (Bekaert et al. 2006) that about 5% of bacterial genomes have lost RF2 genes, whereas close to 90% of species utilize PRF in RF2 expression. This gives ~800 RF2 genes in the data set of 973 genomes. Such a difference between the expected and observed number of RF2 genes annotated with disruptions indicates that about 80% of RF2 genes are misannotated in bacterial genomes.
Notably, the proportion of misannotated RF2 genes is even larger than observed 4 years ago, when we developed a tool (ARFA) specifically for annotating PRF in RF2 (Bekaert et al. 2006). The majority of other clusters are formed by genes located in mobile genetic elements such as IS elements and transposons (fig. 4). Similar to RF2 genes, IS elements with disrupted ORFs are also misannotated in many genomes (e.g., see annotation of IS1, IS2, and IS3 in E. coli K12 [Refseq accession NC_000913]) and therefore escaped our initial selection. The frequent presence of several identical IS element copies within the same genome suggests that these IS elements are currently active in their transposition. An alternative possibility is that these IS element copies are all inactive due to a mutation causing a gene disruption that appeared in one copy and was propagated to the others by gene conversion (Cordaux 2009). However, two pieces of evidence provide support in favor of these genes being active and utilizing nonstandard decoding to express IS-transposase. One is the conservation of a unique gene disruption among phylogenetically related IS elements from different species. The second is the experimental demonstration of functionality through expression by PRF of disrupted ORFs from members of the two most abundant groups revealed by previous studies (for IS1 by Sekine et al. 1992 and for IS3 families by Licznar et al. 2003). The remaining gene clusters contain genes attributed to other functions (neither IS elements nor RF2 genes); these clusters are shown as black disks in figure 4.

Further inspection of ORF organization in the clustered genes also revealed a subset of genes where both ORFs are in the same reading frame, but the CDS annotation misses a triplet of nucleotides relative to the genomic sequence. Genes from six clusters (14, 30, 41, 48, 57, and 64; see supplementary data set 1, Supplementary Material online) are homologs of known selenoproteins. However, instead of annotating the full length ORF containing the in-frame UGA codon (which encodes selenocysteine), each CDS is annotated as a fusion of two ORFs flanking the UGA codon. Consequently, the annotated protein products miss selenocysteine in their sequence despite the fact that many of these genes were correctly annotated as selenoprotein genes. We also identified a cluster (32) that contains genes with another stop codon (UAG) excluded from the CDS. UAG is not known to encode selenocysteine and, not surprisingly, we did not find homologs among known selenoproteins. There were only four UAG-containing sequences in this cluster. Notably, a large number of very close homologs of genes from this particular cluster have CAG in the syntenic location. Since all UAG-containing sequences appeared in the same genome, Streptococcus equi, with the sequence surrounding the UAG identical among them, we concluded that it is likely to be a case of an inactivating mutation that propagated into other gene copies via homologous recombination or gene conversion. Alternatively, it is possible that a C-to-U mutation resulted in a leaky stop codon and that the corresponding variant still represents an active version of the transposon. The lack of other substitutions in the sequences prevents us from discriminating between these two possibilities via analysis of Ka/Ks.

A special case in our study is a class of disruptions that occurs in certain genes due to phase variation. As a result of
replication slippage, indels are inserted in DNA leading to a heterogeneous population of genomes within a population of the same bacterium. This phenomenon contributes to genome plasticity and is particularly common among cell surface and secretory genes of pathogenic bacteria where such plasticity facilitates adaptation to the host and provides resistance to the host immune response (van der Woude and Baumler 2004; Groisman and Casadesus 2005). Since phase variation occurs at the level of replication, the responsible slippery sites should have variable length and hence lead to gaps in the corresponding alignments. Similarly, the reading phase difference between the two ORFs will vary, including some cases where the two ORFs are not in fact disjoint at all. This is in contrast to the cases of PRF, where the sequence patterns at which non-standard decoding occurs and the phase difference of the relevant ORFs is expected to be evolutionarily conserved (the shift is either in the $-1$ or the $+1$ direction). In the case of PTR, it can be both $-1$ and $+1$ since transcriptional slippage could result in insertion or deletion of one or more nucleotides.

For seven clusters, the analysis of identified homologs revealed high variability in the repeat length as well as a large number of orthologs whose coding regions comprise a single undisrupted ORF. Therefore, these clusters were classified as instances of phase variation.

Cluster 50 contains two sequences, which share homology only in the second ORF. These sequences likely correspond to genes with incorrectly annotated initiation codons for the second ORF, which is likely to be expressed independently of the first ORF.

**Cluster Enrichment**

The larger is the number of genes in a cluster, the stronger is the phylogenetic signal. Therefore, we decided to enrich each cluster by searching for additional homologs in the NCBI nr database. We reasoned that the existence of a bona fide disruption in a gene’s CDS may preclude annotation of the full CDS in a large proportion of homologs. This reasoning is also supported by our observation that only a proportion of RF2 genes appear in the initial data set. Therefore, we performed a TBLASTN search (using protein sequences predicted in our data set) against the NCBI database of nucleotide sequences. Sequences whose proteins were encoded in two ORFs, with at least 40% identity to the query, were extracted and used for cluster enrichment. Overall, we identified 8,046 such sequences (454 sequences containing multiple disruptions were discarded). Importantly, some sequences amongst these 8,046 were repeated since they were found as hits to sequences from more than one cluster. The total number of unique gene sequences in the combined data set was 6,268. Among these genes, 4,001 sequences were derived from the same set of complete genomes that were used for the initial identification of disrupted genes. This large number suggests that genes with disrupted ORFs that are likely to be expressed by nonstandard decoding are frequently missed in annotations of completed genomes.

The distribution of genes in the clusters, and their representation in different genomes after enrichment, is shown in figure 4B. Comparison of gene to genome ratios within clusters prior to the enrichment (fig. 4A) and post-enrichment (fig. 4B) shows an interesting transformation. Prior to enrichment, there were many clusters whose genes were derived from either a single or a small number of genomes; therefore, there was no apparent correlation between the sizes of the clusters and the representation of different genomes within them. After enrichment, we observed that the number of genes in clusters positively correlated with the number of genomes represented. Thus, this comparison reveals unsystematic biases in the process of genome annotation. In some genomes, many disrupted genes were annotated, whereas in others, homologous genes have escaped similar annotation. These biases are likely to be caused by different annotation approaches and/or annotation pipelines. As soon as enrichment is performed, which is equivalent to unbiased annotation, the cluster size shows better correlation with the number of genomes in the cluster.

The additional $\sim$2,260 genes found upon performing the cluster enrichment procedure could come from...
genomes that were not completed at the time when this study was initiated, from plasmids not included in our original data set, and from other partial genomic sequences or individual gene sequences available in the nr database.

To check that the outlined procedure for cluster enrichment results in the retrieval of true homologs, we analyzed the genes from the RF2 cluster after enrichment (415 genes) using the ARFA program (Bekaert et al. 2006) and confirmed all of them as PRF-containing RF2 genes. Subsequently, we found that 296 of these RF2 genes came from bacterial genomes listed in our original data set. Yet, 296 is less than half of what would be expected based on our previous analysis (Bekaert et al. 2006). This result indicates that the TBLASTN approach has the minimal false positive rate, and thus high specificity, but its sensitivity is lower than that of ARFA. This is not surprising considering the fact that ARFA identifies bacterial class-I release factor homologs using profile-HMMs derived from multiple alignments of release factor sequences (separate models are used for each RF paralog). In contrast, TBLASTN uses similarity scoring matrices that are not position specific and therefore its sensitivity is lower in comparison with ARFA. Therefore, though by using enrichment, we identified a large number of genes, it is likely that we have also missed a substantial number of distant homologs because of the stringent 40% identity threshold we chose. However, for functional characterization of particular gene disruptions it is more important to avoid populating clusters with false positives. Therefore, we found our current TBLASTN-based approach suitable for the purpose of the present work. All the major steps involved in the analysis of clusters are summarized in figure 3B.

Test for Purifying Selection

Although the mere existence of the same disruption in several homologous genes reveals its evolutionary conservatism, there are at least two possible scenarios under which a gene-inactivating mutation could be observed in several species. One is simply due to a bias in genome sequencing toward species that are of significant technological and/or medical interest. Several genome projects have been completed for various strains of E. coli, Shewanella, and Staphylococcus aureus. A recent gene-inactivating mutation is likely to be present in all orthologs in a closely related group of organisms. The second possibility is the propagation of inactive genes through gene conversion (Cordaux 2009), as discussed earlier.

A standard test for functional conservation in homologs is the test for purifying selection via calculation of the ratio of nonsynonymous to synonymous substitutions, \( \omega \) (i.e., \( dN/dS \) or \( Ka/Ks \)) (Hurst 2002). We attempted to establish whether purifying selection acts on the entire sequence of a disrupted gene or only on one fragment, either the upstream or the downstream ORF, which would indicate that only one ORF is functional. To estimate \( \omega \), we used the codeml program from the PAML package (Yang 2007). PAML is a package for phylogenetic analysis of DNA or protein sequences. Codeml allows maximum likelihood estimation of synonymous and nonsynonymous substitution rates and the detection of purifying (or negative) selection in protein-coding DNA sequences. Two multiple sequence alignments were generated for each cluster, one for the upstream ORF and the other for the downstream ORF. The value of \( \omega \) was estimated for each alignment in each cluster. The results of this analysis are presented in supplementary data set 2 (Supplementary Material online).

Notably, the method is not suitable for the analysis of highly similar sequences where \( \omega \) estimates may not be accurate due to an insufficient number of substitutions. Therefore, for each cluster, we also considered the \( P \) values associated with \( dN/dS \) ratios computed for alignments between the inferred ancestral sequence and each sequence in the cluster. For each cluster, we report the lowest \( P \) value from the set of \( P \) values associated with the different \( dN/dS \) ratios between an extant sequence and its ancestral sequence and the respective \( dN/dS \) ratio. This \( P \) value was also corrected for multiple comparisons, under a null hypothesis of neutral selection (i.e., assuming that synonymous and nonsynonymous substitutions are equally likely, for further details, see Materials and Methods), along with the \( dN/dS \) ratio (see supplementary data set 2, Supplementary Material online). The lower is the \( P \) value, the less likely it is that the observed substitutions could occur as a result of neutral selection.

For a number of clusters (1, 3, 15, 23, 28, 43, 44, 49, 62), we obtained relatively high \( P \) values (>0.01). These clusters may potentially be false positives (i.e., pseudogenes) due to the reasons mentioned above. Still, in the case of large clusters, such as cluster 1 which contains 470 sequences from different genomes, a pseudogene hypothesis is unlikely to be true. A special case is seen in cluster 40 where we cannot reject the neutral selection hypothesis for ORF1 (the sequences are nearly identical); however, ORF2 contains substitutions that are inconsistent with neutral evolution.

Characterization of Individual Enriched Clusters

For all the clusters, where gene sequences involved a shift in the reading frame and which were suspected to utilize either PRF or PTR, we used several complementary approaches for further characterization. First, we translated nucleotide sequences in the reading frame corresponding to the upstream ORF; we generated multiple alignments of these protein sequences; and then, by using reverse translation, we generated alignments of nucleotide sequences. Within each sequence, the region where the true frame transition could occur was determined as the region of overlap between ORF1 (upstream) and ORF2 (downstream). The degree of nucleotide conservation at synonymous sites within the two ORFs was calculated as described previously (Firth and Atkins 2009). Regions of enhanced conservation at synonymous sites are indicative of overlapping functional elements, including overlapping CDSs and
frameshift-stimulating elements. To calculate the conservation statistic for the whole alignment, ORF1 and ORF2 were fused in-frame by artificially inserting an "N" in each sequence just 5' of the first ORF1-frame stop codon. Thus, the region of ORF2 that overlaps ORF1 appears as a short ORF which, in this case, is in the +2 reading frame, while the fusion of ORF1 with the remainder of ORF2 appears as a single long ORF in the +0 frame. (Panel 4) The gray area comprises 106 horizontal bars indicating the region of overlap between ORF1 and ORF2 in each of the 106 distinct sequences in the alignment (the bars are ordered by the location of their 5' ends). Statistics for the start and end of the overlap region are summarized in the blue and pink boxplots, respectively. (Panels 5–6) Conservation at synonymous sites with respect to the +0 reading frame, for details, see Firth and Atkins (2009). (5) depicts the probability that the degree of conservation within a given window could be obtained under a null model of neutral evolution at synonymous sites, while (6) depicts the absolute amount of conservation as represented by the ratio of the observed number of substitutions within a given window to the number expected under the null model. There is a striking peak in synonymous site conservation coinciding with the region of frame transition. (Panel 7) Phylogenetically summed sequence divergence for the sequences that contribute to the conservation statistics at each position in the alignment. (In any particular alignment column, some sequences may be omitted from the statistical calculations due to alignment gaps, leading to a reduced statistical signal.) Although we failed to identify the sequence pattern responsible for nonstandard decoding in cluster 4, the plots clearly point to its presence.

FIG. 5. Alignment statistics for cluster 4: (Panels 1–3) The positions of stop codons in each of the three forward reading frames are shown as blue triangles. ORF1 and ORF2 have been fused in-frame by artificially inserting an "N" in each sequence just 5' of the first ORF1-frame stop codon. Thus, the region of ORF2 that overlaps ORF1 appears as a short ORF which, in this case, is in the +2 reading frame, while the fusion of ORF1 with the remainder of ORF2 appears as a single long ORF in the +0 frame. (Panel 4) The gray area comprises 106 horizontal bars indicating the region of overlap between ORF1 and ORF2 in each of the 106 distinct sequences in the alignment (the bars are ordered by the location of their 5' ends). Statistics for the start and end of the overlap region are summarized in the blue and pink boxplots, respectively. (Panels 5–6) Conservation at synonymous sites with respect to the +0 reading frame, for details, see Firth and Atkins (2009). (5) depicts the probability that the degree of conservation within a given window could be obtained under a null model of neutral evolution at synonymous sites, while (6) depicts the absolute amount of conservation as represented by the ratio of the observed number of substitutions within a given window to the number expected under the null model. There is a striking peak in synonymous site conservation coinciding with the region of frame transition. (Panel 7) Phylogenetically summed sequence divergence for the sequences that contribute to the conservation statistics at each position in the alignment. (In any particular alignment column, some sequences may be omitted from the statistical calculations due to alignment gaps, leading to a reduced statistical signal.) Although we failed to identify the sequence pattern responsible for nonstandard decoding in cluster 4, the plots clearly point to its presence.
unable to identify a pattern responsible for nonstandard decoding. We propose that some of these clusters may utilize entirely novel frameshift sites that do not conform to the generalized model of PRF and, thus, have not yet been identified to be the PRF sites.

Nonstandard Decoding: Mechanisms and Sequence Patterns

We used the following considerations to discriminate between PRF and PTR. Since PRF direction should be strictly conserved throughout the cluster, the appearance in the same cluster of sequences of ORF2 situated in both -1 and +1 phases relative to ORF1 was considered to be a strong indication of PTR. Furthermore, we looked for the presence of phased sequence patterns known as typical motifs for nonstandard decoding. For -1 PRF, these are either X_XX.Z_ZZ.N, where XXX and ZZZ are triplets consisting of identical nucleotides or NNA_AAR, where A is adenosine and R stands for a purine; the efficiency of -1 frameshifting greatly depends on the identity of the NNA codon (Licznar et al. 2003; Baranov et al. 2004). On the other hand, +1 PRF is known to be associated with a less formalized pattern that requires a codon forming a weak interaction with the anticodon of its cognate tRNA to be followed by either a stop triplet or a rare codon (Baranov et al. 2004; Liao et al. 2008). A PTR-related sequence pattern frequently consists of either a stretch of mononucleotide repeats or a combination of two such adjacent stretches. Interestingly, in a number of clusters (9), we have identified patterns that fit both -1 PRF and PTR models. We believe that both types of nonstandard decoding could work in such clusters to synthesize fusion proteins.

The sequence patterns responsible for PRF and PTR in the gene clusters are listed in table 1 and described in more detail in supplementary data set 2 (Supplementary Material online). Sequence logos for alignments of sequences from particular clusters are shown in figures 6 and 7; sequence logos for all the clusters can be found online in supplementary data set 3 (Supplementary Material online) and at the authors’ web site at http://lapti.ucc.ie/dORF/. The repertoire of patterns identified in this study is limited in comparison with the set of all frameshift-prone patterns described previously for some of the known bacterial frameshift sites, see Baranov et al. 2006). The most frequent pattern is the -1 frameshift site A_AAA_AAC (over 2,000 genes from nine clusters), followed by the best-studied bacterial -1

Table 1. PRF and PTR Sequence Patterns Identified in This Study.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Number of Clusters/Genes/Genes from 973 Bacterial Genomes/Genomes</th>
<th>Known Genes Utilizing Pattern</th>
<th>Previously Described in</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRF patterns</td>
<td></td>
<td></td>
<td>Sekine et al. (1992)</td>
</tr>
<tr>
<td>A_AAA_AAC</td>
<td>9/2133/1538/70</td>
<td>IS1</td>
<td>Tsuchihashi and Brown (1992), Gurvich et al. (2003), and Fayet and Prere (2010)</td>
</tr>
<tr>
<td>A_AAA_AAG</td>
<td>13/971/693/134</td>
<td>dnaX, IS3 family</td>
<td>Craigen and Caskey (1986) and Baranov et al. (2002b)</td>
</tr>
<tr>
<td>C_TT_GA</td>
<td>1/564/453/453</td>
<td>ptrB (RF2 gene)</td>
<td>Xu et al. (2004)</td>
</tr>
<tr>
<td>G_GGA_AAG</td>
<td>3/413/393/29</td>
<td>g-t</td>
<td>Weiss et al. (1989), Vogele et al. (1991), Tsuchihashi and Brown (1992), and Fayet and Prere (2010)</td>
</tr>
<tr>
<td>A_AAA_AAA</td>
<td>13/343/134/48</td>
<td>IS3 Family</td>
<td>Mejlheld et al. (1999), Licznar et al. (2003), and Mejlheld et al. (2004)</td>
</tr>
<tr>
<td>TCA_AAG</td>
<td>1/8/2</td>
<td>Tsh</td>
<td>Zimmer et al. (2003)</td>
</tr>
<tr>
<td>CCC_T_GA</td>
<td>1/10/10/1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G_GT_A_AAA</td>
<td>1/47/40/4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCA_AAA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_TT_T_AA</td>
<td>1/9/1</td>
<td>prfB (RF2 gene)</td>
<td>Baranov et al. (2002b)</td>
</tr>
<tr>
<td>G_GGA_AAA</td>
<td>2/8/6/3</td>
<td>g-t</td>
<td>Xu et al. (2004)</td>
</tr>
<tr>
<td>G_GGA_AAC</td>
<td>1/13/3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA_A_AAA</td>
<td>1/27/26/3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

PTR patterns

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Number of Clusters/Genes/Genes from 973 Bacterial Genomes/Genomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_m m = (2 ... 5), n = (5 ... 9), n + m = (8 ... 11)</td>
<td>11/868/537/30</td>
</tr>
<tr>
<td>C_Ts</td>
<td>1/21/21/1</td>
</tr>
<tr>
<td>T_s Cs</td>
<td>1/8/2</td>
</tr>
<tr>
<td>A_m_G_r m = (2 ... 7), n = (2 ... 7), n + m = (8 ... 13)</td>
<td>10/822/337/60</td>
</tr>
<tr>
<td>A_r n = (7 ... 10, 13)</td>
<td>18/562/327/63</td>
</tr>
<tr>
<td>T_m n = (7 ... 8)</td>
<td>3/15/12/3</td>
</tr>
<tr>
<td>G_Ar_G_s</td>
<td>1/9/9/1</td>
</tr>
</tbody>
</table>

NOTE.—The frameshift patterns are annotated with underlines to show the separation of codons in the original frame and dots to show the separation of codons in the shifted frame. The notation m = (x ... y) indicates that the length of the pattern may vary between x and y.
frameshift site A_AA.A_AA.G (over 900 genes from 13 clusters). In bacteria, ribosomal frameshifting at A_AA.A_AA.C has been previously identified only in IS1 elements (Sekine et al. 1992). The pattern A_AA.A_AA.G is utilized for PRF in a number of bacterial genes, including many IS elements (e.g., IS150, Haas and Rak 2002; IS2, Hu et al. 1996; IS911, Polard et al. 1991) and other bacterial genes (Gurvich et al. 2003), among which dnaX (Tsuchihashi and Brown 1992) is the most prominent. The third most frequent pattern (over 500 genes) is the well-characterized +1 frameshift pattern C.TT_T.GA utilized for PRF in bacterial RF2 genes (Baranov et al. 2002b; Bekaert et al. 2006). All
instances of this pattern, along with its minor variant C.TT_T.AA, were found only in cluster 2, which contains RF2 gene sequences.

The next highly abundant pattern in terms of its presence in different clusters is A_AA.A_AA.A (more than 300 genes from 13 clusters). Causal connection of this pattern with ribosomal frameshifting has been demonstrated in mutagenic studies of dnaX (Tsuchihashi and Brown 1992), IS150 (Vogele et al. 1991), and the MMTV PRF cassette expressed in E. coli (Weiss et al. 1989); also it has been found to occur naturally as a PRF-causing pattern in insertion sequences from the IS3 family (Fayet and Prere 2010).

Interestingly, in the present study, we often observed this pattern as a subpattern of long poly-A runs that may be
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Possibility of Independent Initiation of the Second ORF

Some annotated gene disruptions could also arise because of misannotation of two separate adjacent genes as a single fusion gene. To explore this possibility, we searched for potential translation initiation codons for the downstream ORF (ORF2). Notably, the existence of an initiation codon does not necessarily preclude the synthesis of a fusion product, as is clearly evident from consideration of many IS elements where the fusion products are synthesized in addition to separate products of the individual ORFs (reviewed in Baranov et al. 2006). However, the lack of a potential initiation codon for the second ORF is a strong indicator of expression of a fusion product. To find potential initiation codons, we searched for the codons ATG/GTG/TTG/CTG/ATT in the stretch of nucleotides that starts from the 5’ end of the region of overlap between ORF1 and ORF2 and extends downstream to the pattern proposed to be responsible for nonstandard decoding. For clusters where the type of frameshifting mechanism along with the sequence pattern for nonstandard decoding could not be determined, the entire region of overlap was scanned for the presence of start codons in-frame with ORF2. Those clusters where at least 50% of genes contain at least one start codon in the overlapping region are reported in supplementary data set 2 (Supplementary Material online) (21 clusters in total). If a potential start codon is utilized, its position is likely to be conserved. We observed cases when potential start codons did occur in the same position in at least 90% of sequences within a cluster (11 clusters listed in supplementary data set 2, Supplementary Material online). Among them are clusters 28 and 63, where the
sequence pattern responsible for nonstandard decoding could not be determined.

**Discussion**

For a genomics researcher, genes whose sequences are interrupted due to sequencing errors or recent mutations, genes that are subject to phase variations, and those decoded by means of nontriplet decoding all appear to be alike, with the CDS broken into two overlapping ORFs. The problem of gene characterization seems difficult, even with experimental analysis of bacterial transcriptomes, although transcripts corresponding to such genes are easily detectable (Martin et al. 2010). This, in fact, is not surprising. A sequencing error obviously would not interfere with expression of the gene. A recent indel point mutation in the coding region of a gene would certainly affect the ability to produce an active protein product but is unlikely to affect its promoter and hence transcription, even though the same mutation could influence the expression of downstream genes in the same operon by a polar effect. Genes containing recoding sites responsible for the synthesis of fusion proteins by means of programmed nontriplet decoding at the level of either transcription or translation are also clearly expressed. A hope, on the experimental side, is for massive proteomics data which may enable the discrimination between the various types of gene disruption.

In this work, we have explored the power of comparative genomics for the systematic characterization of genes with disrupted CDSs. We focused on the identification of gene disruptions due to programmed nontriplet decoding and used a simple principle: genes where nontriplet decoding plays a functional role should be evolutionarily conserved
and occur as orthologous genes with nontriplet decoding in the genomes of different bacteria. Sequence alignments of both parts of such disrupted CDSs are expected to reveal signs of gene evolution under purifying selection.

Application of the comparative genomics approach led to the discovery of over 40 clusters of disrupted genes, where the members of each cluster possess two features: 1) conserved organisation of the overlapping ORF1 and ORF2, 2) common nontriplet decoding patterns involved in the production of functional proteins. The most surprising finding of this work is the identification of a large number of genes containing PTR patterns likely to result in the restoration of full-length ORFs after cotranscriptional insertion or deletion of nucleotides into mRNAs. While a relatively large number of bacterial genes were known to be expressed via PRF (for review, see Baranov et al. 2006), only a limited number of PTR cases had been documented. Our results suggest that, among bacterial genes with annotated disruptions, PTR occurs with a frequency comparable to PRF. The frequency distribution of the different nonstandard decoding mechanisms is shown in figure 8. Here, one can see that there are more clusters with PTR patterns than with PRF patterns. With respect to individual annotated genes, PTR was found in about 50% of all analyzed genes with annotated disruptions; however, upon cluster enrichment, PRF becomes predominant. There might not be a biologically relevant reason for this type of ratio. Most likely, this is simply because PTR patterns are more easily spotted by annotators due to their repetitive character in comparison to PRF patterns whose identification requires prior knowledge of the field of recoding (fig. 8).

An important question raised by this study is, how frequent are genes that require nontriplet decoding? Despite the large absolute numbers of discovered cases, the relative number is not high: four genes per genome on average or about 0.1% of all genes. Nonetheless, we believe that the real number of genes with disruptions is higher. Our search for homologous genes incorporated a 40% protein identity threshold which was quite stringent. We chose such a restrictive approach to reduce the false positive rate to a minimum. However, analysis of a control set (i.e., RF2 genes) indicated that we identified only about half of all analyzed genes with annotated disruptions; however, upon cluster enrichment, PRF becomes predominant. There might not be a biologically relevant reason for this type of ratio. Most likely, this is simply because PTR patterns are more easily spotted by annotators due to their repetitive character in comparison to PRF patterns whose identification requires prior knowledge of the field of recoding (fig. 8).

An important question raised by this study is, how frequent are genes that require nontriplet decoding? Despite the large absolute numbers of discovered cases, the relative number is not high: four genes per genome on average or about 0.1% of all genes. Nonetheless, we believe that the real number of genes with disruptions is higher. Our search for homologous genes incorporated a 40% protein identity threshold which was quite stringent. We chose such a restrictive approach to reduce the false positive rate to a minimum. However, analysis of a control set (i.e., RF2 genes) indicated that we identified only about half of all sequenced RF2 genes. Similarly, for other genes with disruptions, we could as well miss many more homologs than we have identified in this study. Furthermore, our analysis started with a limited set of genes, that is, those where a problem with triplet decoding had already been identified during genome annotation. Many nontriplet decoded genes may simply have escaped annotation in all sequenced genomes where they are present. We also limited our analysis to cases where homologous sequences were identifiable within the initial set of annotated genes with disruptions; thus our analysis discarded the large number of genes that appeared to be singletons at the stage of cluster formation. Therefore, getting an accurate estimate of the fraction of genes that require nontriplet decoding is a rather difficult task. Our study indicates that this fraction is likely to be substantially higher than previously thought. In order to grasp the real picture of gene expression, that is, a picture not oversimplified by the “universal” rules of Genetic Decoding, it is important to develop efficient high-throughput computational and experimental methods for the identification of instances of nontriplet decoding. The first step toward this goal is the development of algorithms that allow the detection of ORF disruptions directly from the sequence, irrespective of its annotation, a problem addressed by the recently developed GeneTack program (Antonov and Borodovsky 2010).

**Supplementary Material**

Supplementary data sets 1–3 are available at *Molecular Biology and Evolution* online (http://www.mbe.oxfordjournals.org/).
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