Geographic Sampling Scheme as a Determinant of the Major Axis of Genetic Variation in Principal Components Analysis
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Abstract
Principal component (PC) maps, which plot the values of a given PC estimated on the basis of allele frequency variation at the geographic sampling locations of a set of populations, are often used to investigate the properties of past range expansions. Some studies have argued that in a range expansion, the axis of greatest variation (i.e., the first PC) is parallel to the axis of expansion. In contrast, others have identified a pattern in which the axis of greatest variation is perpendicular to the axis of expansion. Here, we seek to understand this difference in outcomes by investigating the effect of the geographic sampling scheme on the direction of the axis of greatest variation under a two-dimensional range expansion model. From datasets simulated using each of two different schemes for the geographic sampling of populations under the model, we create PC maps for the first PC. We find that depending on the geographic sampling scheme, the axis of greatest variation can be either parallel or perpendicular to the axis of expansion. We provide an explanation for this result in terms of intra- and interpopulation coalescence times.
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Introduction
A classical method used for examining the relationship between range expansions and spatial patterns observed through principal components analysis (PCA) of genotype data is a principal component (PC) map (Menozzi et al. 1978; Cavalli-Sforza et al. 1994; Novembre and Stephens 2008), which displays a given PC for a set of populations, plotted at the geographic coordinates at which the populations were sampled. Typical PC maps examine the values that populations take for the first or second PC in PCA.

Menozzi et al. (1978), Rendine et al. (1986), and Cavalli-Sforza et al. (1994) used gradients in spatially smoothed PC maps produced from allele frequencies to identify axes of past range expansions. They argued that in a PC map, the gradient for the axis of greatest variation is parallel to the axis of a range expansion. As part of the recent revival of interest in PCA and genetic variation (Patterson et al. 2006; Novembre and Stephens 2008; McVean 2009), François et al. (2010) also investigated the influence of range expansions on patterns observed in PC maps. Curiously, they observed that under a simulated range expansion, it was possible for the axis of greatest variation to be perpendicular rather than parallel to the axis of expansion. This result differs from the interpretation of Menozzi et al. (1978), Rendine et al. (1986), and Cavalli-Sforza et al. (1994).

Why do these studies reach such distinct perspectives about the direction of the axis of greatest variation? François et al. (2010) proposed an explanation for their perpendicular pattern that involved the generation of genetic “sectors” (Hallatschek et al. 2007; Excoffier and Ray 2008) through the phenomenon of allele surfing (Edmonds et al. 2004; Klopfstein et al. 2006; Hallatschek and Nelson 2008). In allele surfing, a wave of spatial expansion causes alleles present at the founding of new populations to “surf” to high frequencies. These alleles can subsequently become fixed. In a two-dimensional range expansion, surfing causes alleles at some loci to reach high frequencies in some regional populations and to disappear from others, creating geographic sectors of low diversity at these loci. François et al. (2010) hypothesized that these sectors drive the observed pattern that the axis of greatest variation is perpendicular to the axis of expansion, owing to alleles becoming fixed in some populations and lost in others along the axis perpendicular to the expansion, while having more gradual changes in frequency along the axis parallel to the expansion.

Here, we offer a different explanation that seeks to reconcile the viewpoints of Menozzi et al. (1978) and François et al. (2010). We generate PC maps under a two-dimensional model of a range expansion and show that depending on the way in which populations are sampled under the model, the axis of greatest variation can be either parallel or perpendicular to the axis of expansion. Under one geographic sampling scheme, we find that genetic distance increases faster with geographic distance for populations perpendicular than for those parallel to the axis of expansion (François et al. 2010). In contrast, for another geographic sampling scheme, we obtain the opposite pattern. We discuss how our results can be explained in terms of coalescence times and patterns of pairwise population differentiation.
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founders contribute equally many founders to the new population. Let the founding iteration of a population refer to the number of founding events experienced by the ancestors of the population. The source population has experienced zero founding events and is at founding iteration zero. Populations founded by the source are at founding iteration 1 because they experience a single founding event. Populations that have experienced exactly $k$ founding events are at founding iteration $k$. A model with radius $\rho$ has populations at founding iteration $\rho$ and does not have any populations at founding iteration greater than $\rho$.

### Materials and Methods

#### Simulations

Figure 1 displays a schematic of our two-dimensional model of a range expansion. Each population can send migrants north, south, east, and west, with the exception of the direction from which the population was founded (table 1). If two populations found the same population, then they contribute equally many founders to the new population. Let the founding iteration for a population refer to the number of founding events experienced by the ancestors of the population. The source population has experienced zero founding events and is at founding iteration zero. Populations founded by the source are at founding iteration 1 because they descend from a single founding event. Populations that descend from exactly $k$ founding events in their past are at founding iteration $k$. Define the radius of a model as $\rho$, such that the model has populations at founding iteration $\rho$ and does not have populations at any founding iteration greater than $\rho$. Time is measured in generations, and we set the time at which the source population sends out migrants (i.e., the first founding iteration) to $\tau_D$. The $k$th founding iteration occurs at time $\tau_k = (1 - [k - 1]/\rho)\tau_D$, so that founding events are evenly spaced over $[0, \tau_D]$. The newly founded populations experience a bottleneck of size $N_b$ diploid individuals for $L_b$ generations, and then expand to size $N$ diploid individuals at time $\tau_E = \tau_D$. Our initial range expansion model differs from that of François et al. (2010) in that the source population lies at the center of the habitat, rather than at a corner. Further, after a bottleneck, populations grow to a larger size instantaneously, rather than logistically. Finally, except at founding events, the model that we consider does not permit migration between neighboring populations.

Using MS (Hudson 2002), we simulated data under two main scenarios, each of which used per-generation per-base mutation and recombination rates of $2.5 \times 10^{-8}$, and we set $\tau_D = 400$, $N = 500$, $N_b = 100$, $L_b = 5$, and $\rho = 40$. For each scenario, we produced 1,000 replicate datasets (figs. 2 and 3), sampling 20 chromosomes of length 100 kilobases per sampled population in each replicate. We calculated mean $F_{ST}$ between each distinct pair of populations by applying equation 5.3 of Weir (1996) to all loci in all 1,000 replicates that were polymorphic in the full set of sampled populations; polymorphic loci were all bi-allelic. Note that although a coalescent model need only trace lineages from sampled populations, in some of our scenarios, sampled lineages are permitted to migrate in and out of unsampled populations, and we therefore included these unsampled populations in our simulations.

#### PCA

To apply PCA to the simulated data, we generated a matrix of allele frequencies from all polymorphic loci obtained from all 1,000 replicate datasets, in which each row represents a population at a particular locus. From this matrix, we centered each column about the mean of the column (Patterson et al. 2006). Using the transformed matrix, we constructed a $K \times K$ interpopulation covariance matrix, where $K$ is the number of sampled populations ($K = 861$ for our first scheme and $K = 441$ for our second scheme), and the entry for a pair of populations represents the sample covariance of the mean-centered allele frequencies for the population pair.
Note that our covariance matrix considers population-based rather than individual-based data, unlike in some studies (e.g., Patterson et al. 2006; François et al. 2010).

We applied PCA to the covariance matrix (Patterson et al. 2006) and extracted the first PC. Each PC is associated with a “fraction of variation explained,” a number that describes the variability along the dimension for that PC as a fraction of the total variability in the full multidimensional dataset. The first PC is the dimension that explains the largest fraction of variation in the sample, so that if the data are summarized in a single dimension, values of the first PC are more informative about the structure of relationships among individuals than are values of higher PCs. Using the first PC, we created a PC map of the set of populations by plotting the value, at each population’s geographic location, of the first PC for the population. Identical parameter values were used for both scenarios 1 and 2 and all 1,000 replicates within a given scenario, except that a different set of populations was sampled for scenario 1 compared with scenario 2.

For each scenario, we required a single direction that could be described as the “axis of expansion.” In two dimensions, unless the model is essentially a one-dimensional model with no migration along the other dimension, this choice is not simple. Most studies have not provided a formal definition of the axis of expansion, and, like us, have incorporated expansion occurring in two dimensions from a single starting point. We interpret as the “axis of expansion” the direction of the resultant vector, considering all vectors with a sampled population at the head and the source population at the tail. This direction takes an average of all directions in which expansion is occurring. Using our definition, the axis of expansion for scenario 1 lies at a 45° angle from the x axis of the grid and the axis of expansion for scenario 2 lies at a 90° angle.

Similarly, a choice must be made for the axis of variation in a PC map. We define as the axis of greatest variation in a PC map the axis that connects the locations with the lowest values of the PC to the locations with the highest values.

### Results

#### PCA Maps

Our first scenario (scenario 1) considers populations sampled from the upper right quadrant of the model (fig. 2A). Under this geographic sampling scheme, the PC map displays a gradient of values for the first PC that is perpendicular to the northeasterly axis of expansion (fig. 2B). Defining two populations for which the line segment connecting them is perpendicular to the axis of expansion as a perpendicular pair, and defining two populations connected by a line segment parallel to the axis of expansion as a parallel pair, genetic distance increases faster with geographic distance between perpendicular pairs of populations than it does between parallel pairs (fig. 2C). These results recapitulate the findings of François et al. (2010), in which the axis of greatest variation is perpendicular to the axis of expansion and in which genetic distance increases faster with geographic distance between perpendicular pairs than it does between populations that are parallel to the axis of expansion.

Figure 3 considers a scenario in which populations are sampled in a triangular orientation similar to that of figure 2, except that the axis of expansion in the sampled populations is northerly rather than northeasterly (scenario 2, fig. 3A). Under this geographic sampling scheme, in contrast to the perpendicular gradient observed in figure 2B, the PC map displays a gradient of values for the first PC that is parallel to the northerly axis of expansion (fig. 3B). Unlike in figure 2C, genetic distance increases faster with geographic distance between parallel pairs of populations than it does between perpendicular pairs (fig. 3C).

#### Coalescence Times and the Axis of Expansion

The patterns observed in figure 3 are quite distinct from those in figure 2, although the range expansion model is identical. The difference stems from the geographic sampling scheme. Under the first scheme (fig. 2), sampling occurs along the northeasterly axis of expansion and supports the view of François et al. (2010) that the first PC can be perpendicular to the axis of expansion. In contrast, under the second scheme (fig. 3), sampling occurs along the northerly axis of expansion and supports the view of Menozzi et al. (1978) that the first PC is parallel to the axis of expansion.

The observed patterns under these two geographic sampling schemes can be explained using the properties of mean pairwise coalescence times. We first recall that for a given set of populations, $F_{ST} = 1 - \frac{\mathbb{E}[T_W]}{\mathbb{E}[T]}$, where $\mathbb{E}[T_W]$ is the expected coalescence time for a pair of lineages randomly sampled from the same population, averaging across populations, and $\mathbb{E}[T]$ is the expected coalescence time for two lineages randomly sampled from any two among the set of populations, same or different (Slatkin 1991). For a pair of populations, $\mathbb{E}[T] = \frac{\mathbb{E}[T_{B}] + \mathbb{E}[T_{W}]}{2}$, where $\mathbb{E}[T_{B}]$ is the expected coalescence time for two lineages sampled from distinct populations, so that $F_{ST}$ can be written $\frac{\mathbb{E}[T_{W}] - \mathbb{E}[T_{B}]}{\mathbb{E}[T_{B}] + \mathbb{E}[T_{W}]}$.

Using a coalescent-based model with two unstructured populations, McVean (2009) showed that for a pair of populations, the fraction of total variation explained by the first PC is equal to $F_{ST}$. Because the first PC by definition is the direction that maximizes the proportion of genetic variation explained, the work of McVean (2009) suggests that identifying the direction of greatest $F_{ST}$ can identify the orientation of the first PC. Consider populations $p_1$ and $p_2$ in figure 2 under scenario 1. A population pair is parallel to the axis of expansion if the line segment connecting the pair is perpendicular to the line segment connecting $p_1$ and $p_2$. Populations $p_1$ and $p_2$ have an interpopulation expected coalescence time that is at least as large as that of every other pair of sampled populations because lineages sampled from the pair $(p_1, p_2)$ cannot coalesce more recently than $\tau_{D}$ generations in the past. Additionally, because they have experienced at least as many bottlenecks as every other population, $p_1$ and $p_2$ each have identical intrapopulation expected coalescence times smaller than or equal to those of any other sampled
A population pair is perpendicular to the axis of expansion if the line segment connecting the pair is parallel to the line segment connecting of populations as a function of their Euclidean distance (based on a model with radius \( r \)). A population pair is parallel to the axis of expansion if the line segment connecting the pair is perpendicular to the line segment connecting \( p_1 \) and \( p_2 \). A population pair is perpendicular to the axis of expansion if the line segment connecting the pair is parallel to the line segment connecting \( p_1 \) and \( p_2 \).

**Fig. 2.** A range expansion model in which geographic sampling occurs along a northerly expansion axis. The expansion model follows figure 1. (A) Schematic of the model, with sampled populations shown in blue (radius \( r = 6 \)). (B) PC map (based on a model with radius \( r = 40 \) in which the value for each population is that population’s value in the first PC (scaled to lie between 0 and 1). (C) Genetic distance, measured by \( F_{ST} \), between pairs of populations as a function of their Euclidean distance (based on a model with radius \( r = 40 \)). A population pair is parallel to the axis of expansion if the line segment connecting the pair is parallel to the line segment connecting \( p_1 \) and \( p_2 \). A population pair is perpendicular to the axis of expansion if the line segment connecting the pair is parallel to the line segment connecting \( p_1 \) and \( p_2 \).

**Fig. 3.** A range expansion model in which geographic sampling occurs along a northerly expansion axis. The expansion model follows figure 1. (A) Schematic of the model, with sampled populations shown in blue (radius \( r = 6 \)). (B) PC map (based on a model with radius \( r = 40 \) in which the value for each population is that population’s value in the first PC (scaled to lie between 0 and 1). (C) Genetic distance, measured by \( F_{ST} \), between pairs of populations as a function of their Euclidean distance (based on a model with radius \( r = 40 \)). A population pair is parallel to the axis of expansion if the line segment connecting the pair is parallel to the line segment connecting \( s \) and \( q \). A population pair is perpendicular to the axis of expansion if the line segment connecting the pair is parallel to the line segment connecting \( s \) and \( q \).

Population. Because among all population pairs, the pair \((p_1, p_2)\) simultaneously maximizes the mean interpopulation coalescence time \( E[T_R] \) and minimizes the mean intrapopulation coalescence time \( E[T_W] \), it follows that these two populations have the largest pairwise \( F_{ST} \). Now consider two populations \( x \) and \( y \) that represent a perpendicular pair and that are geographically close to \( p_1 \) and \( p_2 \) respectively. Because of their geographic proximity, population \( x \) shares a similar history to \( p_1 \), and population \( y \) shares a similar history to \( p_2 \). As pairwise \( F_{ST} \) is high for the perpendicular pair \((p_1, p_2)\), it is also likely to be high for the perpendicular pair \((x, y)\). Therefore, by this argument, because many perpendicular pairs have high \( F_{ST} \), the first PC, and hence the axis of greatest variation, is perpendicular to the axis of expansion. The prediction that \( F_{ST} \) is large for \((p_1, p_2)\) is reflected in figure 4A, in which \( F_{ST} \) between \( p_1 \) and \( p_2 \) \((F_{ST} = 0.629)\) is greater than \( F_{ST} \) between parallel pairs of populations (e.g., \( F_{ST} = 0.261 \) between \( q \) and \( s \)). Additionally, figure 2C shows that there are many geographically distant high-\( F_{ST} \) perpendicular pairs and many geographically distant low-\( F_{ST} \) parallel pairs, suggesting greater variation perpendicular rather than parallel to the axis of expansion.

Similarly, consider population \( q \) and the source population \( s \) in figure 3A under scenario 2. A population pair is parallel to the axis of expansion if the line segment connecting the pair is parallel to the line segment connecting \( q \) and \( s \). Population \( q \) has an interpopulation expected coalescence time that is smaller than that of any other sampled population, as all of its lineages trace backward in time through a single series of founding events, and lineages cannot follow different paths at population founding events. Also, two lineages sampled from the pair \((q, s)\) cannot coalesce more recently than \( t_D \) generations in the past, whereas two lineages sampled from the pair \((p, q)\), where \( p \neq s \), can coalesce more recently than \( t_D \). Hence, \( q \) and \( s \) have an interpopulation expected coalescence time that is larger than that of \((p, q)\), for all \( p \neq s \). Because among all population pairs, the pair \((q, s)\) maximizes the mean interpopulation coalescence time \( E[T_R] \) and minimizes
the mean intrapopulation coalescence time $E[T_W]$, it follows that $(q, s)$ has the largest pairwise $F_{ST}$. Now consider two populations $x$ and $y$ that represent a parallel pair and that are geographically close to $q$ and $s$, respectively. Because of their geographic proximity, population $x$ shares a similar history to $q$, and $y$ shares a similar history to $s$. As pairwise $F_{ST}$ is high for the parallel pair $(q, s)$, it is also likely to be high for the parallel pair $(x, y)$. Therefore, through an argument similar to that used for scenario 1, the first PC, and hence the axis of greatest variation, is parallel rather than perpendicular to the axis of expansion. The prediction that $F_{ST}$ is large for $(q, s)$ is reflected in figure 4B, in which $F_{ST}$ between $q$ and $s$ ($F_{ST} = 0.410$) is greater than $F_{ST}$ between perpendicular pairs of populations (e.g., $F_{ST} = 0.220$ between $p_1$ and $p_2$, $F_{ST} = 0.325$ between $q$ and $p_2$, and $F_{ST} = 0.339$ between $p_1$ and $q$). Additionally, figure 3C shows that there are many geographically distant high-$F_{ST}$ parallel pairs and many geographically distant low-$F_{ST}$ perpendicular pairs, suggesting greater variation parallel rather than perpendicular to the axis of expansion.

**Additional Model Features**

Our initial pair of scenarios was designed to illustrate two cases that differ only in one feature—the orientation of the sampling with respect to the lattice of populations, and hence, the axis of expansion—and that produced different orientations for the gradient of the first PC. In this section, to investigate the robustness of the initial results, we examine the similarity of the PC patterns generated under three types of modified scenarios to those observed in the initial scenarios.

**Migration**

First, we introduced migration between pairs of neighboring populations such that after a population is founded, it is permitted to send migrants to extant neighbors to its immediate north, south, east, and west, each at rate $M = 4Nm$, where $m$ is a per-generation migration rate and $N$ is the population size. We investigated migration rates of $M = 4$, 40, and 400 for both sampling schemes.

Figure 5 provides results for the first sampling scheme (northeasterly expansion), with the addition of migration between neighboring populations after the initial founding events (scenario 3). For all three migration rates, the PC map displays a gradient of values for the first PC that is perpendicular to the northeasterly axis of expansion (fig. 5B, D, and F). In addition, genetic distance increases faster with geographic distance between perpendicular pairs of populations than it does between parallel pairs (fig. 5C, E, and G). As the migration rate increases, the rate of increase in genetic distance with geographic distance decreases—a consequence of lineages from distant populations having a higher chance of coalescing more recently when migration is more frequent. When the migration rate is high (e.g., $M = 400$), the high level of gene flow between populations largely obscures the history of the range expansion; the model then becomes similar to an isolation-by-distance model, in which the gradient in the PC map can provide little information about an expansion (Novembre and Stephens 2008). Consider sampling a single lineage each from populations $s$, $q$, $p_1$, and $p_2$ in figure 5A. Owing to the geometry of the habitat, on average, the time that it takes for a pair of lineages, one sampled from $q$ and the other from $s$, to reside in the same population (and hence, to have the opportunity to coalesce) is shorter than the corresponding time for a pair of lineages, one sampled from $p_1$ and the other from $p_2$. Hence, the pairs $(q, s)$ has a smaller interpopulation expected coalescence time than does $(p_1, p_2)$. Even when migration is large enough so that the initial foundling bottlenecks have relatively little influence on intrapopulation coalescence times, $F_{ST}$ between $(p_1, p_2)$ is larger than $F_{ST}$ between $(q, s)$. As the patterns observed in figure 5 are generally similar to those observed in figure 2, these results indicate that the observations in figure 2 for the first sampling scenario are largely robust to the inclusion of migration between pairs of populations.

Figure 6 displays results for the second sampling scheme (northerly expansion), with the addition of migration between neighboring populations after the initial founding events (scenario 4). For low ($M = 4$) and moderate ($M = 40$) migration rates, the PC map displays a gradient of values for the first PC that is parallel to the northerly axis of expansion (fig. 6B and D). Genetic distance increases faster with geographic distance between parallel pairs of populations than it does between perpendicular pairs (fig. 6C and E). When considering a high ($M = 400$) migration rate, however, an opposite pattern is observed in which the PC map displays a gradient of values for the first PC that is perpendicular, rather than parallel, to the northerly axis of expansion (fig. 6F). The gradient is subtle, as little observable difference exists in the speed with which genetic distance increases with geographic distance between parallel and perpendicular pairs of populations (fig. 6G). Consider sampling a single lineage each from populations $s$, $q$, $p_1$, and $p_2$ in figure 6A. As in figure 5A, the geographic distance along the lattice between populations $q$ and $s$ is half that between $p_1$ and $p_2$, and a smaller interpopulation mean coalescence time might therefore be expected for $(q, s)$ than for $(p_1, p_2)$. However, unlike in figure 5A, in which $(q, s)$ has half the distance of $(p_1, p_2)$ separately in both the horizontal and vertical dimensions, in figure 6A, the distance between $q$ and $s$ lies only in the vertical direction, and the distance between $p_1$ and $p_2$ lies only in the horizontal direction. When the migration rate is low, coalescence times are likely to be

**FIG. 4.** Mean $F_{ST}$ values across replicate simulations for select pairs of populations under different geographic sampling scenarios. (A) Northeasterly axis of expansion (fig. 2). (B) Northerly axis of expansion (fig. 3).
similar to those in figure 3, in which \((q, s)\) trace their most recent common ancestor to the period prior to any range expansion from \(s\), and have a larger coalescence time than do \((p_1, p_2)\), which can coalesce in a more recent time period. As the migration rate increases, however, so that lineages currently in \(s\) might have entered the population through recent migration, it becomes increasingly likely that \((q, s)\) trace their most recent common ancestor to the period subsequent to the initial range expansion outward from \(s\). It is then not unreasonable that \((q, s)\) and \((p_1, p_2)\) might have similar coalescence times, so that \(F_{ST}\) between \((p_1, p_2)\) could be similar to \(F_{ST}\) between \((q, s)\). Thus, while the pattern in the scenario of figure 3 dissipates when the amount of migration after the initial range expansion is large, it is largely robust to smaller and intermediate levels of migration.

**Connectivity**

The northerly expansion scenario of figure 3 has the perhaps nonintuitive property that lineages in sampled populations...
can trace their ancestry to unsampled populations. Therefore, in a second experiment, we examined the effect of disallowing genetic contributions from unsampled populations to sampled populations. This issue affects only the northerly expansion scenario of figure 3, as the northeasterly expansion scenario of figure 2 does not allow lineages in sampled populations to have ancestry in unsampled populations. We modified the initial model solely by eliminating founding events with origins in unsampled populations (scenario 5, fig. 7A). Under this scenario, the PC map displays a gradient of values for the first PC that is parallel to the northerly axis of expansion (fig. 7B). In addition, genetic distance increases faster with geographic distance between parallel pairs of populations than it does between perpendicular pairs (fig. 7C). These results are quite similar to those observed in figure 3, suggesting that coalescence of lineages in unsampled populations was not a major contributor to the observation of a parallel axis of variation in figure 3.

Shape of Sampled Region

It is also possible that the parallel axis of variation observed in figure 3 might have resulted from sampling in a triangular rather than a rectangular region. We therefore explored the influence of the geometry of the sampled region by considering a square, rather than a triangular, sampling geometry (scenario 6, fig. 8A). Under this square sampling geometry for a northerly expansion scenario, the PC map displays a gradient of values for the first PC that is parallel to the northerly axis of expansion (fig. 8B). In addition, genetic distance increases faster with geographic distance between parallel pairs of populations than it does between perpendicular pairs (fig. 8C). As these patterns are similar to those observed...
under the triangular sampling geometry (fig. 3), the results of figure 8 suggest that the patterns observed for scenario 2 are not an artifact of the shape of the sampled region.

Discussion

By considering scenarios with different sampling schemes, we have shown that depending on the geographic sampling used under the same range expansion model, the axis of greatest variation in PCA can be either perpendicular or parallel to the axis of expansion. Our results have pointed to a set of fundamental population-genetic quantities— intra- and interpopulation mean coalescence times—that enable a range expansion model to produce different directions for gradients in PC maps. The results illustrate both the complexity of interpreting PCA results in terms of evolutionary models (e.g., Novembre and Stephens 2008), as well as the utility of a theoretical approach (e.g., McVean 2009) in disentangling possible scenarios. We expect that use of coalescence times can potentially assist in understanding PCA patterns in more complex models, such as spatially continuous models, which are not constrained by a population lattice.

François et al. (2010) used “sectors” to explain how an axis perpendicular to the axis of expansion could potentially yield greater variation than an axis parallel to the axis of expansion. In terms of coalescence times, the production of sectors with different allelic profiles traces to the potentially larger interpopulation mean coalescence times for pairs of populations along a perpendicular axis than along a parallel axis. However, different patterns of high-frequency alleles in different sectors might not always provide a complete explanation for patterns in the first PC, as it is possible for the parallel axis connecting the source to a population at the edge of the expansion to produce a greater interpopulation mean coalescence time than a perpendicular axis that connects different sectors. The relatively large interpopulation coalescence times between populations representing different sectors, depending on the sampling scheme, might be smaller than the interpopulation coalescence times between the source and populations at the edge of the expansion. Thus, we suggest that in addition to considering the standpoint of sectors, examining mean coalescence times can provide an informative basis for evaluating the factors that give rise to spatial patterns in the PCs.

The models considered here, as well as those of Rendine et al. (1986) and François et al. (2010), have focused on situations in which range expansions actually occurred (see also Arenas et al. 2012). Under quite simple model formulations, we have found that if a range expansion did occur, because both parallel and perpendicular axes in the first PC are possible under the model, it is difficult to infer the direction of the expansion from PC maps alone. Novembre and Stephens (2008) further showed that gradients in PC maps can be observed under models in which no expansion has occurred. Therefore, individual PC gradients do not uniquely identify the properties of a range expansion, as the same gradient in a PC could potentially represent an expansion parallel to the gradient, an expansion perpendicular to the gradient, or no expansion at all. Our results support the contention of Novembre and Stephens (2008) that caution is warranted in interpreting the history underlying any given PC gradient, and that consideration of two or more PCs jointly with other analyses (e.g., Lao et al. 2008; Novembre et al. 2008; Price et al. 2009; Bryc et al. 2010; Wang et al. 2010, 2012; Xing et al. 2010; Henn et al. 2011; Metspalu et al. 2011; Pagani et al. 2012) is desirable for providing further insight into the processes that underlie patterns in PCA.
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