Implementation of multivariate control charts in a clinical setting
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Abstract

Background. In most clinical monitoring cases there is a need to track more than one quality characteristic. If separate univariate charts are used, the overall probability of a false alarm may be inflated since correlation between variables is ignored. In such cases, multivariate control charts should be considered.

Purpose. This paper considers the implementation and performance of the $T^2$, multivariate exponentially weighted moving average (MEWMA) and multivariate cumulative sum (MCUSUM) charts in light of the challenges faced in clinical settings. We discuss how to handle incomplete records and non-normality of data, and we provide recommendations on chart selection.

Data sources. Our discussion is supported by a case study involving the monitoring of radiation delivered to patients undergoing diagnostic coronary angiogram procedures at St Andrew’s War Memorial Hospital, Australia. We also perform a simulation study to investigate chart performance for various correlation structures, patterns of mean shifts, amounts of missing data and methods of imputation.

Conclusions. The MEWMA and MCUSUM charts detect small to moderate shifts quickly, even when the quality characteristics are uncorrelated. The $T^2$ chart performs less well overall, although it is useful for rapid detection of large shifts. When records are incomplete, we recommend using multiple imputation.
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Introduction

Control charts are becoming widely accepted in the health domain as a means of monitoring processes and outcomes [1–3]. To date, attention has mainly focused on the application of univariate control charts. In most clinical monitoring cases, however, there is a need to track more than one quality characteristic. If separate univariate charts are used to monitor each quality characteristic, the overall probability of a false alarm may be inflated (unless the control limits are adjusted accordingly) since any correlation between the variables is ignored. This suggests that it might be worthwhile adopting multivariate techniques.

In this paper we survey some of the charts available for monitoring the means of continuous variables. We consider their implementation and performance in light of the challenges faced in clinical settings. In particular, we address the fact that clinical records are frequently incomplete.

The paper proceeds as follows. In Section 2 we outline the general multivariate framework and explain how to construct Hotelling’s $T^2$, the multivariate exponentially weighted moving average (MEWMA) and the multivariate cumulative sum (MCUSUM) charts. The discussion is supported by a case study involving the monitoring of radiation delivered to patients undergoing diagnostic coronary angiogram procedures at St Andrew’s War Memorial Hospital, Australia. We also outline the methodology of a simulation study used to investigate how each chart performs for various correlation structures, patterns of mean shifts, amounts of missing data and methods of imputation. Results are given in Section 3, and we provide recommendations in Section 4 on chart selection and implementation.

Methods

Description of case study data

Our data set contains information for three variables linked to the radiation delivered to a patient, namely the dose area product, fluoroscopy time and the number of digital images...
A general framework for multivariate monitoring

Let $X_i$ be the $i$th vector of observations for the $p$ variables that we want to monitor. With respect to the case study, $X_i$ comprises the values of dose area product, fluoroscopy time and frames for the $i$th patient. For example, if the tenth patient had a dose area product of 30.638 mGy cm$^2$, a fluoroscopy time of 2.56 min and 622 frames were taken of their heart, then $X_{10} = [30638 2.56 622]^T$.

When the process is in-control, it is assumed that $X_i$ follows a multivariate normal distribution, with mean vector $\mu_i$ and covariance matrix $\Sigma$, independent of other observations.

That is, $X_i \sim N_p(\mu_i, \Sigma)$. There will be many occasions, however, where clinical data do not satisfy this assumption. The MEWMA chart can be designed to be robust against deviations from normality [4, 5], and there exists a non-parametric version of the MCUSUM chart [6], but the $T^2$ chart is highly sensitive to the normality assumption [4].

When normality is questionable, it will often suffice to transform one or more variables. For example, although dose area product and fluoroscopy time are both strongly right-skewed, normality appears to hold for the natural log of dose area product and the inverse of fluoroscopy time. Consequently, instead of creating control charts using the raw data, we would construct them for $X_i^* = [D T F]^T$, where $D = \ln($dose area product$)$, $T = (\text{fluoroscopy time})^{-1}$ and $F$ denotes the number of frames. Hence, $X_{10}^* = [10.3 0.39 622]^T$.

The parameters $\mu_i$ and $\Sigma$ can either be specified by management or estimated using a sample from a stable process. We assume that $X_i \sim N_p(\mu_i, \Sigma)$, where

$$\mu_i = \begin{pmatrix} 9.5 \\ 0.55 \\ 586 \end{pmatrix} \quad \text{and} \quad \Sigma = \begin{pmatrix} 0.2 & -0.03 & 23.8 \\ -0.03 & 0.04 & -6.0 \\ 23.8 & -6.0 & 14882 \end{pmatrix}.$$ 

The objective is to detect a shift from $\mu_i$ to $\mu$. The $T^2$, MEWMA and MCUSUM charts consider only the magnitude of any shift and not its direction. Hence, they use only an upper control limit (UCL). If a statistic exceeds the UCL, the chart is said to ‘signal’, and the process should be investigated to determine if the signal is due to an error in the data, is indicative of a genuine shift, or simply the result of natural variability. Univariate charts and the raw data should be inspected to determine the variable(s) responsible for the signal and whether it is associated with a change in patterns of use of radiation or variation in imaging equipment performance. In terms of our case study, a signal would correspond to increased levels of radiation exposure.

From a clinical governance perspective, deviations from a stable process must be identified as quickly as possible, while limiting the occurrence of false alarms. Performance of a control chart is described in terms of the average number of observations that are monitored, average run length (ARL), before the chart ‘signals’. For each chart, choice of the signal threshold is a trade-off between the ARL when the process is in-control (ARL$_0$) and when the process is out-of-control (ARL$_1$). Under ideal circumstances the chart should have a very low false alarm rate (long ARL$_0$) while rapidly detecting true changes (short ARL$_1$).

Before we can construct a multivariate chart, we need to deal with any missing data. One solution is to use imputation, methods of which include multiple imputation [7], insertion of the sample mean and regression-based imputation.

Multiple imputation is preferred because it preserves variability in the missing values and performs well for small sample sizes and/or large proportions of missing data. Generally speaking, it involves creating $3 \leq r \leq 10$ complete data sets, performing analyses on each of these data sets and then combining the results. For each variable with missing values, it is necessary to construct $r$ imputation models. In practice, most researchers will not need to develop these models directly, since software, such as NORM [8, 9], is available that performs multiple imputation.

The rates of missing data for $D$, $T$ and $F$ are 3.0%, 1.4% and 1.5%, respectively. Instead of constructing control chart statistics for multiple data sets and then combining the results, we use multiple imputation to create five observations for each missing value, and we impute the average of these five values to create a single complete data set.

Control chart construction

We have chosen to concentrate on the $T^2$, MEWMA and MCUSUM charts because they are extensions of univariate charts commonly used to monitor clinical data, namely the Shewhart, the exponentially weighted moving average (EWMA) and the cumulative sum (CUSUM) charts. In what follows, we briefly describe how these charts are constructed. A more detailed explanation can be found in [10]. See also [11] for a more comprehensive survey of research into multivariate charts.

The $T^2$ chart plots

$$T^2_i = (X_i - \mu_0)'\Sigma^{-1}(X_i - \mu_0)$$

If $\mu_0$ and $\Sigma$ have been specified by management or estimated using a sufficiently large sample (in excess of 100
observations), then the UCL is $\chi^2_{a,p}$ [13]. If they have been estimated using a ‘small’ sample, the UCL depends upon whether the researcher is performing a retrospective (Phase I) analysis or wants to monitor future values (Phase II). Phase I and II UCLs are $\beta_{a,p/2}(v-p-1)/2[(n-1)/2]$ and $\Gamma_{1-p,\nu}(n+1)(n-1)/(n^2-np)$, respectively, where $n$ is the sample size [14].

Construction of the MEWMA chart [15] requires specification of a weight $l (0 \leq l \leq 1)$ that is used to assign importance to observations, with recent observations being weighted more heavily than observations more distant in time. Letting $Z_i = l(X_i - \mu_0) + (1 - l)Z_{i-1}$, where $Z_0 = 0$, it plots $Z_i = \Sigma Z_i Z_i$, where $\Sigma Z = (l/(2 - l))[1 - (1 - l)^2]\Sigma$. Prabhu and Runger [16] determined the optimal weight and corresponding UCL for selected combinations of $p$, the size of the shift to be detected, and the desired $ARL_0$. For cases not considered, the UCL can be obtained through simulation in order to achieve a desired $ARL_0$.

Several versions of the MCUSUM chart have been proposed [17, 18]. We consider a version proposed by Crosier [17]. It plots $(L_i \Sigma^{-1} L_i)^{1/2}$, where

$$L_i = \begin{cases} 0 & \text{if } C_i \leq k, \\ (L_{i-1} + X_i - \mu_0)(1 - k/C_i) & \text{if } C_i > k \end{cases}$$

and $C_i = ((L_{i-1} + X_i - \mu_0) \Sigma^{-1} (L_{i-1} + X_i - \mu_0))^{1/2}$. Crosier [17] recommended setting $L_0 = 0$ and $k = ((\mu_1 - \mu_0) \Sigma^{-1} (\mu_1 - \mu_0))^{1/2}/2$, and we follow the convention of resetting the MCUSUM chart following a signal. The UCL is calculated by simulation in order to achieve a desired $ARL_0$.

Statistics were generated for all 884 records in the case study data set using code written in Matlab. In Figs 1–3 we show the $T^2$, MEWMA and MCUSUM charts for procedures performed in November 2005. The figures were produced using R [19]. We discuss chart interpretation in Section 3.1.

**Outline of simulation study**

The simulation study considers the monitoring of $X = [V_1 V_2 V_3]^T$, where the correlation between variables $V_i$ and $V_j$

**Figure 1** Hotelling’s $T^2$ chart for the simultaneous monitoring of $\ln$(dose area product), (fluoroscopy time)$^{-1}$ and frames for females undergoing a coronary angiogram in November 2005.

**Figure 2** MEWMA chart for the simultaneous monitoring of $\ln$(dose area product), (fluoroscopy time)$^{-1}$ and frames for females undergoing a coronary angiogram in November 2005.

**Figure 3** MCUSUM chart for the simultaneous monitoring of $\ln$(dose area product), (fluoroscopy time)$^{-1}$ and frames for females undergoing a coronary angiogram in November 2005.
denoted by $\rho_{pi}$, takes the values 0, 0.2 and 0.8. To study ARL0, we simulate data from $N_3(0, \Sigma)$, where $\Sigma$ is in correlation form. To study ARL1, we generate data such that the first 50 records are drawn from an in-control process, and the remaining records are drawn from $N_3(\delta, \Sigma)$, where $\delta = [\delta_1, \delta_2, \delta_3]^T \neq 0$. We let $\delta_i$ be 0, 0.5 or 2, and we allow for shifts of different magnitudes among the variables. Data are generated such that $V_i$ is missing with probability $\gamma$, where $\gamma = 0$, 0.05 or 0.2, subject to the constraint that a record cannot have all three of its observations missing. When $\gamma > 0$, a complete data set is then obtained by multiple imputation, imputation of the mean or regression-based imputation.

When the process is stable, the run length is the number of out-of-control records before the chart signals. Run lengths for 10000 data sets are averaged to produce ARLs.

Parameters for the multivariate charts have been chosen such that ARL0 is $\sim$200. The UCL of the $T^2$ chart is 12.85. We use $\lambda = 0.1$ and a UCL of 10.97 for the MEWMA chart, and $k = 0.5$ and a UCL of 6.88 for the MCUSUM chart.

In addition to creating multivariate charts, we construct separate univariate charts for each variable. For a particular univariate chart, we define the 'overall' run length to be the shortest of the three run lengths. For each Shewhart chart, we use the standard lower and upper control limits of $-3$ and $3$, respectively. For each EWMA chart, we use $\lambda = 0.1$ and $L = 2.814$. Given these values, the control limits for the $i$th observation are $\pm 2.814 \sqrt{0.1\left[1 - 0.9^{2j}\right]}/1.9$. For eachCUSUM chart we use $K = 0.5$ and a UCL of 5.

### Results

#### Case study

The $T^2$ chart (Fig. 1) registered out-of-control signals at times 17, 25 and 34. The MEWMA chart first signalled at time 37 and the MCUSUM chart signalled at time 38 (Figs 2 and 3). Since the $T^2$ statistic only uses information from the current observation, investigation into the causes of the $T^2$ signals requires inspection of only the 17th, 25th and 34th records. In contrast, when interpreting MEWMA and MCUSUM signals, we should also consider records preceding a signal.

To help identify the causes of signals, we constructed Shewhart, EWMA and CUSUM charts for each variable. The Shewhart chart for $D$ suggested that high values of dose area product may be the cause of the signals observed in the $T^2$ chart. Moreover, $X_{26} = [50011 5.26 506]$, $X_{28} = [67508 2.27 803]$ and $X_{34} = [84965 7.14 816.2]$. In each case, the dose area product is considerably higher than the stable mean of exp(9.5) = 13360 mGy cm$^2$. The MEWMA and MCUSUM signals are perhaps due to the high dose area product in $X_{34}$, but it is also interesting to note that the EWMA chart for $F$ exhibited an increasing trend starting at observation 29. The fluoroscopy time ($T$) was stable during November 2005. There were no false alarms associated with any of the EWMA or CUSUM charts, or with the Shewhart charts used to monitor $D$ and $T$. However, the Shewhart chart for $F$ generated a false alarm at time 14 (Fig. 4). The number of frames (955) is reasonable when considered simultaneously with the dose area product of 28 283 mGy cm$^2$ and the fluoroscopy time of 3.7 min. Moreover, an increasing trend in $F$ does not begin until several observations later. As an aside, six of the 44 records from November 2005 required imputation. The inverse of fluoroscopy ($F$) was imputed in $X_{26}$, $X_{28}$, $X_{34}$ and $X_{36}$, $T$ was imputed in $X_{26}$ and $D$ was imputed in $X_{27}$.

Starting around May 2006, there was a sharp increase in number of signals across all types of charts, both multivariate and univariate. This was due to a change in equipment and processes used at St Andrew’s War Memorial Hospital. If monitoring the situation in ‘real time’, we would have allowed the process to stabilize, before re-estimating $\mu_0$ and $\Sigma$ to determine parameters appropriate for the changed conditions.

#### Simulation study

In this section we summarize broad trends. Tables of results for all charts, combinations of parameters and types of imputation are available upon request from the first author.

In keeping with our choice of parameters, if $\gamma = 0$, we expect a false alarm every 200 records, on average. As the amount of missing data, and hence imputation, increases, so too does ARL0. For example, when $\gamma = 0.2$ and multiple imputation is used, ARL0 is $\sim$300 for the $T^2$ chart, and $\sim$400 for the MEWMA and MCUSUM charts. For almost all scenarios considered, using separate univariate charts resulted in a quicker false alarm than using the multivariate counterpart.

Regardless of correlation structure, the MEWMA and MCUSUM charts detect small to moderate shifts significantly quicker than the $T^2$ chart. For small shifts, the MCUSUM chart marginally outperforms the MEWMA chart. For large shifts, the performance of all charts is essentially the same.
The charts are slower to detect changes as the amount of imputation performed increases. However, the effect is negligible for large shifts. The $T^2$ chart is most affected by imputation.

The MEWMA and MCUSUM charts are affected to the same extent. Figure 5 is representative of the trends described above. It plots ARL versus the shift size, as summarized by $\|\delta\| = \sqrt{\delta_1^2 + \delta_2^2 + \delta_3^2}$.

When there is little or no correlation between the variables, using multiple Shewart charts detects small shifts more quickly than a $T^2$ chart. In contrast, the MEWMA charts detects small shifts almost as quickly as multiple EWMA charts, and the MCUSUM chart is actually superior to multiple CUSUM charts, even when the variables are completely uncorrelated. However, the variables are highly correlated, the multivariate charts tend to detect an unstable process more quickly than multiple univariate charts. The multivariate charts are slower when the means of all three variables have shifted by the same amount.

If at least one pair of variables is highly correlated, then small shifts are detected most quickly when the average has been imputed. However, under these conditions, imputing the average produces the worst ARL. For example, when $\gamma = 0.2$, $\rho_{12} = 0.2$, $\rho_{13} = 0.2$ and $\rho_{23} = 0.8$, ARL is 160 if the average is imputed. When multiple imputation and regression-based imputation are used, ARL is 422 and 510, respectively. If a large amount of imputation is required, multiple imputation tends to produce better results than regression-based imputation, but the choice of imputation technique is largely irrelevant if interest lies in detecting moderate to large shifts.

![Figure 5 Plot of ARL1 versus the magnitude of the shift in the mean vector, $\|\delta\|$, for the $T^2$, MEWMA and MCUSUM charts, given $\rho_{12} = \rho_{13} = \rho_{23} = 0.2$. Results are shown for the cases where no data are missing ($\gamma = 0$) and when $\gamma = 0.2$. In the latter case, multiple imputation has been used to impute for missing values.](https://academic.oup.com/intqhc/article-abstract/22/5/408/1787775)

### Discussion

When there is more than one quality characteristic to be monitored, we advise using multivariate charts to avoid excessive false signals associated with using separate univariate charts. Of the charts considered in this paper, the MCUSUM chart showed the best overall performance. However, it is only marginally superior to the MEWMA chart, with differences becoming negligible for moderate to large shifts. Indeed, many clinicians may feel that the ability of the MCUSUM chart to detect small shifts quicker than the MEWMA chart is outweighed by the increased complexity of its construction. This is especially pertinent given that many statistical software packages do not include an in-built function for creating MCUSUM charts. We recommend strongly against relying on the $T^2$ chart. However, if the data follow a multivariate normal distribution, then the $T^2$ chart can be used in a supplementary manner for the purposes of quickly detecting large shifts, as demonstrated in our case study.

Our case study highlighted some standard transformations that can be used when data do not follow a normal distribution. If multivariate normality is questionable and transformations prove unsatisfactory, then the MEWMA chart should be used. In this case, the clinician should follow the design recommendations in [4] or [5].

In addition to having a skewed distribution, dose area product is strongly related to patient weight, with heavier patients exposed to higher levels of radiation, on average. As such, what is considered a ‘normal’ dose area product depends upon the patient’s size. Since weight was only recorded for ~4% of the patients in the case study data set, it was not feasible for it to be used as another covariate in our charts. As such, we used gender as a surrogate measure of weight, constructing charts for only the females. Partitioning records in this way is useful if the distribution of one or more of the quality characteristics is multimodal. If setting up an ongoing multivariate chart for the case study, in the absence of weight data, we would continue to monitor records for males and females separately.

Multivariate charts are known to perform well for a moderate number of variables. However, as the number of variables increases they become less efficient in detecting shifts. If more than 10 variables are to be monitored, we recommend using principal components analysis to reduce the dimensionality of the problem. Details on this procedure with respect to control charts can be found in [11].

Supplementary use of univariate charts can be used to investigate the cause(s) of multivariate signals. They can be used to examine the behaviour of individual variables and to identify the direction of any shift(s). If the signal is associated with an improvement, management should make efforts to maintain whatever procedures precipitated the change. If a signal suggests an undesirable change, investigations should be conducted to determine whether the signal is a result of a genuine deterioration in the process, a mistake in the data collection process or the result of natural variability.
If data are missing, we recommend using multiple imputation to create complete data sets, particularly if a large amount of imputation is required. In our study, we imputed the average of five observations for each missing value to create a single complete data set. An alternative approach would be to use multiple imputation to create five distinct data sets, calculate statistics for each data set and plot the average of the statistics. This method is more difficult to implement and interpretation of signals becomes more complicated.

We advise caution when using imputation based on the sample mean or regression because these methods artificially reduce variability and may also distort relationships between variables. We strongly advise against deleting incomplete records. Considering our case study, if \( X_{34} \) had been discarded on account of the number of frames being missing, then the unusually large dose area product associated with that record would have been overlooked.

Because imputation reduces the amount of variability in the data, it has the effect of increasing both \( ARL_0 \) and \( ARL_1 \). While the former is not considered a problem, a data set with no missing values is somewhat by setting a lower UCL than would be used for a higher \( ARL_1 \) is less desirable. This effect can be countered by considering our case study, if \( \beta \) is larger than \( \beta_0 \) with \( \beta_0 \) as the usual value, then the unusually large dose area product associated with that record would have been overlooked.

Because imputation reduces the amount of variability in the data, it has the effect of increasing both \( ARL_0 \) and \( ARL_1 \). While the former is not considered a problem, a data set with no missing values is somewhat by setting a lower UCL than would be used for a higher \( ARL_1 \) is less desirable. This effect can be countered by considering our case study, if \( \beta \) is larger than \( \beta_0 \) with \( \beta_0 \) as the usual value, then the unusually large dose area product associated with that record would have been overlooked.

When estimating \( \Sigma \) in the case study, we used the sample covariance matrix. An alternative approach uses the differences between successive vectors of observations [20]. This is analogous to using the moving range to estimate the standard deviation. In this case the estimator of \( \Sigma \) is \( \hat{\Sigma} = (1/2(n-1))VV' \), where \( V \) is a \( p \times (n-1) \) matrix, the \( i \)th column of which is given by \( X_{i+1} - X_i \) for \( i = 1, 2, \ldots, n-1 \). If successive observations are independent, this estimator should be used because it results in a chart that is better able to detect sustained shifts in the mean vector [21]. It should not be used if observations are autocorrelated because it results in a large false alarm rate [22].

We considered continuous clinical data. If the institution wants to monitor multiple discrete quality characteristics, a multi-attribute chart should be used instead. There has been less research into multi-attribute charts, but the interested reader is referred to [23–25].

Acknowledgements
The authors thank Dr. Tony Morton for helpful discussions.

Funding
This research was funded by an Australian Research Council Linkage Project.

References

